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Abstract 

The objective of this technical note is to demonstrate, by way of example(s), 
how to use the Engineer Research and Development Center (ERDC) 
implementation of the Levenberg-Marquardt (LM) and Secant LM (SLM) 
method for model independent parameter estimation to calibrate a Gridded 
Surface Subsurface Hydrologic Analysis (GSSHA) hydrologic model. The 
purpose is not to present or focus on the theory which underlies the 
parameter estimation method(s), but rather to carefully describe how to use 
the ERDC software implementation of the secant LM method that 
accommodates the PEST model independent interface to calibrate a GSSHA 
hydrologic model. We will consider variations of our Secant LM (SLM) 
implementation in attempts to provide the interested reader with an 
intuitive sense of how the method works. We will also demonstrate how our 
LM/SLM implementation compares with its counterparts as implemented 
in the popular PEST software. 

 

DISCLAIMER: The contents of this report are not to be used for advertising, publication, or promotional purposes. 
Citation of trade names does not constitute an official endorsement or approval of the use of such commercial products. 
All product names and trademarks cited are the property of their respective owners. The findings of this report are not to 
be construed as an official Department of the Army position unless so designated by other authorized documents. 
 
DESTROY THIS REPORT WHEN NO LONGER NEEDED. DO NOT RETURN IT TO THE ORIGINATOR. 
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Preface 
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1 Introduction 

Recent research at the U.S. Army Engineer Research and Development 
Center (ERDC) has focused on the development of methodologies, or 
improvement of the efficiency of native algorithms, for the computer-based 
calibration of hydrologic and environmental models (wherein by efficiency 
we mean the number of forward model calls necessary for the calibration 
algorithm to converge on a solution). These include, among others, an 
accelerated derivative-based local search algorithm, a stochastic global 
optimization algorithm for intelligently sifting through local minima to find 
a global minimum, and most recently a state-of-the-art evolutionary 
strategy for global parameter identification of difficult problems with noise 
or other features that make derivatives estimation difficult. Minimizing the 
number of required model runs is one of the primary factors driving the 
research and development activities, such that the resulting optimization 
tool(s) are more compatible with the computationally expensive physics-
based models that are becoming more commonly used within the practice 
community. 

Background 

The context for this technical note is the previously mentioned derivative-
based local search algorithm, in particular, the Levenberg-Marquardt (LM) 
method of computer-based parameter estimation (Levenberg, 1944; 
Marquardt, 1963). The LM method has several features that make it attrac-
tive for model calibration. One, is its ability to readily report estimates of 
parameter uncertainty, correlation, and (in)sensitivity as a by-product of its 
use both during and after the parameter estimation process. The LM 
method is also easily adapted by the inclusion of various regularization 
devices to maintain numerical stability and robustness in the face of 
potential numerical problems (that adversely affect all parameter estima-
tion methodologies) caused by parameter insensitivity and/or parameter 
correlation (Menke, 1984; de Groot-Hedlin and Constable, 1990; Doherty 
and Skahill, 2006). Skahill et al. (2010) and Skahill and Doherty (2006) 
both provide lengthy summaries of the LM method. 

The model independent LM method based parameter estimation software 
PEST (Doherty, 2004, 2007a, b), which quantifies model to measurement 
misfit in the weighted least squares sense, is now widely used to support 
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hydrologic and environmental model calibration. In addition to its tradi-
tional groundwater model calibration application setting (Zyvoloskia et al. 
2003; Tonkin and Doherty, 2005; Moore and Doherty, 2005; Gallagher and 
Doherty, 2007a), it is now employed to calibrate ecological models (Rose et 
al. 2007), land surface models (Santanello Jr. et al. 2007) and models in 
other application areas including nonpoint source pollution (Baginska et al. 
2003; Haydon and Deletic, 2007), surface hydrology (Doherty and 
Johnston, 2003; Gutiérrez-Magness and McCuen, 2005; Kunstmann et al. 
2006; Skahill and Doherty, 2006; Doherty and Skahill, 2006; Gallagher and 
Doherty, 2007b; Goegebeur and Pauwels, 2007; Iskra and Droste, 2007; 
Kim et al. 2007; Maneta et al. 2007), and surface water quality (Rode et al. 
2007). 

A drawback associated with LM-based model independent parameter 
estimation as implemented in PEST is that it requires the derivatives of 
the objective function with respect to the model parameters. Model 
independent LM implementations can become computationally expensive 
when elements of the Jacobian matrix must be computed using finite 
differences based on model runs with incrementally varied parameter 
values. While using multiple processors can decrease the time required to 
construct the Jacobian matrix, X, it would be better, as Skahill et al. 
(2010) demonstrated, to not populate the entire Jacobian matrix unless 
really necessary. 

With a conventional model independent implementation of the LM 
method, only outputs of the model are available and elements of the 
matrix X are often obtained by numerical differentiation. The LM method 
implemented in PEST (Doherty, 2004) requires anywhere between m and 
2m (m is the dimension of adjustable model parameter space) forward 
model calls (dependent upon whether forward or central finite differences 
are employed) to populate the column space of the matrix X at each 
optimization iteration. It has been suggested that this is a general require-
ment for model independent derivate-based methods, such as LM, that 
employ perturbation sensitivities to populate the matrix X at each 
optimization iteration (Doherty, 2004; Tonkin and Doherty, 2005). To the 
contrary, there are well established methods (Broyden, 1965) available 
that allow for better efficiency with respect to updating the matrix X at 
each optimization iteration. 
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Incorporating Broyden’s rank one (secant) update into the LM implementa-
tion eliminates the requirement to conduct any additional forward model 
calls to populate an update to the Jacobian matrix, Xnew, at each optimiza-
tion iteration. To mitigate against the potential that Xnew may eventually 
become a poor approximation to the true Jacobian after some optimization 
iterations, Xnew can occasionally be fully updated in the usual manner using 
finite differences. Furthermore, this occasional full updating can also be 
supplemented through cyclic updating, using finite differences, at each 
optimization iteration, of anywhere between one and m individual columns 
of X (Madsen et al. 2004). 

Our independent LM implementation accommodates the model indepen-
dent PEST interface (Doherty, 2004) and includes the following additional 
abilities with respect to updating the matrix X (Skahill and Baggett, 2006) 
which in all cases is initially approximated by a full update using forward 
and/or central finite differences: 

1. A full update, at each optimization iteration, using forward and/or central 
finite differences; 

2. Use of the Broyden rank one update; 
3. Use of the Broyden rank one update, with a recomputation, i.e., a full 

update of X whenever the ratio of the new and old objective function 
values is greater than a specified input value; 

4. Use of the Broyden rank one update, with a recomputation, i.e., a full 
update of X whenever the ratio of the new and old objective function 
values is greater than a specified input value, and also cyclic updating, 
using finite differences, at each optimization iteration, of anywhere 
between one and m (a specified input) individual columns of X. 

Our secant LM (SLM) method may be used as an alternative to PEST 
(Doherty, 2004, 2007a, b) for more efficient model independent LM-based 
parameter estimation. Only slight modifications to the PEST control file are 
required to utilize the Broyden update functionalities noted above. Our 
software also provides linear based information on parameter uncertainty, 
correlation, and sensitivity. Doherty (2007a, b) reportedly did implement 
the Broyden rank one update, but evidently still computes a full update to 
the Jacobian matrix at each optimization iteration. This approach does not 
fully realize the potential efficiency gains of a secant version of the LM 
method and in some cases, as was shown in Skahill et al. (2010), 
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significantly increases the number of model runs required to find a local 
minimum. 

Skahill et al. (2010) demonstrated efficiency gains that can be achieved from 
a properly implemented secant version of the LM method relative to 
conventional LM application by examining the reduction in the total 
number of model calls for single local searches. The efficiency gains from 
their independent LM implementation were also compared against 
efficiencies associated with the model independent LM based PEST soft-
ware (Doherty, 2004, 2007a, b), using an eight parameter Hydrological 
Simulation Program-FORTRAN (HSPF) (Bicknell et al. 2001) hydrologic 
model, a ten parameter Fast All-season Soil Strength (FASST) state-of-the-
ground model (Frankenstein and Koenig, 2004), and a sixteen parameter 
GSSHA (Downer and Ogden, 2003a, b) hydrologic model as case study 
examples.  

The three previously mentioned environmental model structures were 
employed to examine efficiencies associated with variations of our SLM 
implementation relative to a conventional model independent LM 
application wherein the column space of the model Jacobian/sensitivity 
matrix is fully updated at each optimization iteration. For each of the three 
model structures, using our software, we performed thirty LM inversions 
and thirty SLM inversions for each variation considered, and in each case 
started from the same initial points. Each individual trial; however, used a 
different initial guess. Moreover, we used PEST (Doherty, 2004, 2007a, b), 
since it reportedly supports a variation of secant LM, to repeat the same 
runs using the same input control files and initial points. 

Based on their thirty trials with each of the three model structures, Skahill 
et al. (2010) found that they could find local minima using their SLM 
implementation with 36 percent to 84 percent fewer model runs than a 
conventional model independent LM application, and with only modest 
reductions in objective function improvement. In addition, they discovered 
that while PEST (Doherty, 2004, 2007a, b) reportedly does include the 
ability to utilize Broyden updates, that implementation does not realize the 
complete efficiency gains that are possible with a secant version of the LM 
method. For example, with the FASST and GSSHA model structures, the 
SLM implementation of PEST (Doherty, 2004, 2007a, b) required 
additional model calls. The results also suggested that additional efficiency 



ERDC/CHL TR-12-3 5 

 

gains could possibly be achieved with a future SLM implementation by 
adaptively activating cyclic updating during an inverse model run. 

Methodology 

The steps necessary to use our implementation of the LM/SLM method 
will now be demonstrated and documented while applying it to calibrate a 
GSSHA hydrologic model for the Goodwin Creek Experimental Watershed 
(GCEW) (Senarath et al. 2000; Downer and Ogden, 2003b). The general 
approach involves the following steps: 

1. Develop or obtain a functional forward model to calibrate (e.g., in this 
case, a GSSHA hydrologic model for the GCEW); 

2. Initially determine the forward model parameters that will be selected as 
adjustable; 

3. Create PEST template files for the model input files that contain the 
selected adjustable model parameters; 

4. Identify the observation data, and their related model simulated 
counterparts, that will be used to calibrate the forward model; 

5. Use the Time Series Processor (TSPROC) (Doherty, 2007c) to formulate 
the objective function that will be used to characterize model to 
measurement misfit and be minimized during model calibration; 

6. Create a batch file that includes the following elements: for a given 
parameter set, modified forward model input file(s), forward model 
execution, and subsequent objective function evaluation; 

7. Use TSPROC to generate an initial working PEST input control file; 
8. Prior to performing an inverse model run, possibly modify the initial 

working PEST input control file (e.g., among others, fix, tie, or log 
transform the adjustable model parameters, specify initial values for the 
adjustable model parameters, set lower and upper bounds for the 
adjustable model parameters, and modify weights assignments to the 
observation data groups); 

9. Verify that the modified PEST input control file is functional using the 
PEST executable PESTCHEK; 

10. Set the PEST input control file control data parameter NOPTMAX to -1 
and examine which adjustable forward model parameters, if any, are 
effectively/completely insensitive before performing a potentially costly 
inverse model run; 

11. Slightly modify the PEST input control file to interface with the ERDC 
LM/SLM software implementation; 
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12. Perform an inverse model run to estimate the selected adjustable model 
parameters using the PEST and/or ERDC model calibration software. 

As previously mentioned, our software was written to accommodate the 
popular PEST model independent and input control file protocol; hence, 
the interested reader is directed to Doherty (2004, 2007a, b, c) for 
additional details regarding the PEST model independent interface. 
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2 Examples 

The method is best explained by example. For the benefit of the reader, we 
present numerous examples to illustrate the methods and their related 
features. 

Example 1 

In this first example, we will document the steps necessary to perform a 
LM local search to calibrate a GSSHA hydrologic model for the GCEW 
using the PEST and ERDC model calibration software. 

Step 01 – Obtain forward model. Obtain a GSSHA model for the 
GCEW. The interested reader is referred to the GSSHA Wiki Knowledge 
Hub (https://knowledge.usace.army.mil/) for detailed information regarding the 
GSSHA model in general, including, among others, software download, 
the user’s manual, tutorials, and example applications. The GSSHA model 
that was obtained for the GCEW consists of the following files: 

1. goodwin_cal_1982.prj, 
2. goodwin_opt.cmt, 
3. goodwin_opt.cif, 
4. id_map_1.idx, 
5. id_map_2.idx, 
6. id_map_3.idx, 
7. id_map_4.idx, 
8. goodwin.ele, 
9. goodwin.gst, 
10. goodwin.msk, 
11. newhydlocs.inp, 
12. extend82.gag, 
13. extend82.met, and 
14. gssha.exe, 

As mentioned, the interested reader is directed to the GSSHA user’s 
manual for a detailed description of GSSHA model features and related 
input requirements. However, briefly, the GSSHA file with the extension 
“prj” could be interpreted by the general user as the principal GSSHA 
project model input file. Upon examination of the project file, one can see 
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references to many of the remaining GCEW GSSHA model input files 
listed above. Moreover, GSSHA model execution requires its specification 
at the command prompt. In particular, to execute the GCEW GSSHA 
hydrologic model, one would type the following at the command prompt 
and press enter:  

gssha.exe goodwin_cal_1982.prj 

In so doing, one would see that successful GSSHA GCEW hydrologic 
model execution commences on 22 May 1982 and ends on 02 July 1982, 
which is the period that was selected for model calibration (Senarath et al. 
2000). It is always helpful, of course, to ensure that the forward model, to 
calibrate successfully, runs for the designated calibration (and verification) 
period(s) prior to interfacing it with computer-based model calibration 
software. 

Step 02 – Select adjustable model parameters. Given the structure 
of the GSSHA GCEW hydrologic model that was obtained in Step 01, for 
simplicity, model parameters selected for adjustment were chosen to be 
consistent with those selected for adjustment in the study performed by 
Senarath et al. (2000). The sixteen GSSHA GCEW model parameters that 
were selected for adjustment are listed in Table 1. 

Step 03 – Prepare templates for forward model input files. For 
this particular example, the GSSHA model input files with extensions “cmt” 
(for mapping table file) and “cif” (for channel input file) contain the input 
parameter values that are designated as adjustable. To support the interface 
of the GSSHA GCEW model with the independent PEST and ERDC LM 
implementations, PEST template files are prepared for these two GSSHA 
GCEW model input files. The files, named goodwin_opt.cmt.tpl and 
goodwin_opt.cif.tpl, are shown in Appendix 1 and Appendix 2, respectively 
(Please note that all of the appendices associated with this technical report 
are available in a separate document made publicly available on the GSSHA 
USACE Knowledge Hub at https://knowledge.usace.army.mil/). Upon examination of 
the template files, and also a perusal of the documentation related to 
template files itself, one can see that the template for the channel input file 
provides the basis for adjustment of the channel Manning’s n value during a 
given inverse model run; while the template for the GSSHA input mapping 
table file provides the basis for adjustment of the remaining selected 
adjustable model parameters. Two additional files; viz., par2par.dat and  
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Table 1. Name and meaning of GSSHA adjustable model parameters. 

Name Meaning 
Bounds imposed during 
calibration process 

ro_pine  Overland Flow Roughness Coefficient – Forest  0.075-0.45 

ro_cottn Overland Flow Roughness Coefficient – Cotton/Soy 
Fields 0.075-0.45 

ro_pastr Overland Flow Roughness Coefficient – Pasture 0.075-0.45 

ro_gully Overland Flow Roughness Coefficient – Gullied Land  0.075-0.45 

re_pine  Overland Flow Retention Depth – Forest  0.1-2.00 mm 

re_cottn Overland Flow Retention Depth – Cotton/Soy Fields 0.1-2.00 mm 

re_pastr Overland Flow Retention Depth – Pasture 0.1-2.00 mm 

re_gully Overland Flow Retention Depth – Gullied Land 0.1-2.00 mm 

hcnd_GSL Soil Saturated Hydraulic Conductivity – Gullied Land / 
Silt Loam  0.17-1.3 cm h-1 

hcnd_PCL Soil Saturated Hydraulic Conductivity – Pasture / Clay 
Loam 0.025-0.41 cm h-1 

hcnd_CCL Soil Saturated Hydraulic Conductivity – Cotton / Clay 
Loam 0.025-0.41 cm h-1 

hcd_PnCL Soil Saturated Hydraulic Conductivity – Pine / Clay Loam 0.025-0.60 cm h-1 

hcd_PnSL Soil Saturated Hydraulic Conductivity – Pine / Silt Loam 0.025-0.2 cm h-1 

hcnd_CSL Soil Saturated Hydraulic Conductivity – Cotton / Silt 
Loam 0.07-1.5 cm h-1 

hcnd_PSL Soil Saturated Hydraulic Conductivity – Pasture / Silt 
Loam 0.08-1.3 cm h-1 

ch_rough Channel Roughness Coefficient 0.0275-0.0375 

par2par.tpl, are also prepared, as shown in Appendix 3 and Appendix 4, 
respectively, to support the interface process. A call of the executable 
PAR2PAR (Doherty, 2004) will result in an update of the GSSHA model 
input files with extensions “cmt” and “cif” with the adjustable model 
parameter values currently specified in the file par2par.dat. In particular, to 
execute PAR2PAR with the prepared template and input files, one would 
type the following at the command prompt and press enter:  

par2par.exe par2par.dat 

In so doing, one would see the display shown in Figure 1 at the command 
prompt (if one used the files as prepared and shown in Appendices 1 – 4): 
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Figure 1. Terminal display for PAR2PAR execution. 

Step 04 – Collect and process observed and modeled data. 
Stream discharge data, in cubic meters per second (cms), measured at the 
outlet of Goodwin Creek for the period 22 May 1982 – 02 July 1982 will be 
used to calibrate the GSSHA GCEW continuous simulation hydrologic 
model. Although available, no data from interior stream flow gauges will 
be used to calibrate the model. The observed flow data used for model 
calibration, prepared in site sample file format for eventual use with 
TSPROC, is presented in Appendix 5. Appendix 6 lists the C source code 
that was written to process the GCEW GSSHA output file 
goodwin_cal_1982.otl into site sample file format. The GCEW GSSHA 
output file goodwin_cal_1982.otl contains the model simulated flow 
values, in cms, at the GCEW outlet. An additional file was also prepared as 
part of the process, named dates_for_sim_outlet_hydrograph.txt, and its 
contents are listed in Appendix 7. The executable file associated with the 
noted C source code for processing the model simulated flow values into 
site sample file format is named mf2ssf.exe (for modeled flows to site 
sample file format), and its execution yields a file named 
sim_flows_ssf.txt. To execute mf2ssf.exe with the required input files 
goodwin_cal_1982.otl and dates_for_sim_outlet_hydrograph.txt, one 
would type the following at the command prompt and press enter: 

mf2ssf.exe 

Step 05 – Prepare TSPROC input file. The objective function will be 
composed of a single observation group defined as the sum of weighted 
squared differences between 233 modeled and observed transformed flow 
values, with all weights assigned a value of 1.0. To reduce heteroscedascity, 
the Box-Cox transformation, 

     λT Q Qλ  1 1  (1) 
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with λ = 0.3 (Box and Jenkins, 1976; Misirli et al. 2003), will be employed 
to transform the observed and modeled flows. A TSPROC input file was 
prepared as part of the interface process and its contents are listed in 
Appendix 8. To execute TSPROC with the input file tsproc.dat, one would 
type the following at the command prompt and press enter: 

tsproc tsproc.dat 

In so doing, one would see the TSPROC execution record at the command 
prompt, as shown in Figure 2: 

Summarizing the record displayed above, execution of TSPROC with the 
input file tsproc.dat involves the following: 

1. Reading the model simulated flows (the series is named mf); 
2. Reading the observed flows (the series is named of); 
3. Reducing the observed flow data set to a specific date and time window 

(the reduced series is named of1); 
4. Interpolating the modeled flows to the reduced observed flow data set (the 

interpolated modeled flow series is named imf); 
5. Transforming the interpolated modeled flows (the transformed modeled 

flows, interpolated to the reduced observed data set, is named tmf); 
6. Transforming the reduced observed flows (the transformed observed 

flows, reduced, is named omf); 
7. Writing the transformed modeled flows to the output file tsproc_gc1.out, 

as specified in the file tsproc.dat. 

Step 06 – Prepare batch file for model execution. A batch file 
named model.bat was prepared and its contents are listed in Appendix 9. Its 
contents sequentially include the following elements for a given parameter 
set:  

1. par2par par2par.dat > nul – modify the forward model input file(s) 
goodwin_opt.cmt and goodwin_opt.cif (via PAR2PAR). 

2. gssha.exe goodwin_cal_1982.prj > nul – forward model execution (i.e., the 
GSSHA GCEW hydrologic model). 

3. mf2ssf > nul – put the forward model simulated flow values into site 
sample file format. 

4. tsproc < tsproc.in > nul – create an interpretable output file (in this case, 
tsproc_gc1.out), via execution of TSPROC, that includes all of the specified 
calculated values for quantifying the objective function. 
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Figure 2. Terminal display for TSPROC execution. 

c' Command Prompt 
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Step 07 – Prepare preliminary control file. We are now ready to 
generate an input control file, the main input file for execution of the LM 
method not only associated with the PEST, but also our own independent 
LM implementation. It is a relatively straightforward process using the 
TSPROC input file, tsproc.dat, that has already been prepared. Simply 
modify the SETTINGS section at the top of the file as shown directly below 

###################################################
########################## 
### The settings block 
###################################################
########################## 
 

START SETTINGS 
 DATE_FORMAT mm/dd/yyyy 
# CONTEXT compare 
# CONTEXT model_run 
CONTEXT pest_prep 
END SETTINGS 

After that minor change is made, save the file and execute TSPROC with 
the input file by typing the following at the command prompt and pressing 
enter: 

tsproc tsproc.dat 

In so doing, one would see the record of TSPROC execution at the 
command prompt, as shown in Figure 3: 

By changing the CONTEXT to “pest_prep” in the SETTINGS block of the 
TSPROC input file, tsproc.dat, the WRITE_PEST_FILES block is now 
activated; whereas, before it was not. Now, the files gc_1.pst and gc_1.ins 
are created during TSPROC execution. The “.pst” file is the noted control file 
while the “.ins” file is the instruction file for reading the forward model 
output file(s), in this case the single file tsproc_gc1.out (the interested 
reader is referred to the PEST documentation for explanations related to 
control and instruction files). The contents of the control/instruction file 
gc_1.pst/gc_1.ins are listed in Appendix 10/Appendix 11. Before proceeding 
to step 08, change the CONTEXT back to “model_run” in the SETTINGS 
block of the TSPROC input file, tsproc.dat. 
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Figure 3. Terminal display for TSPROC execution. 
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Step 08 – Modify control file. The parameter data section of the input 
control file was subsequently manually modified. In particular, initial 
values, and lower and upper bounds were specified for each of the adjust-
able model parameters. Its new contents are listed in Appendix 12. The 
lower and upper bound for each adjustable model parameter was specified 
based on the available guidance presented in the GSSHA user’s manual, and 
their values are specified in the 5th and 6th columns, respectively, of the 
parameter data section listed in Appendix 12. For this particular example, 
the initial value for each adjustable model parameter, specified in the 4th 
column of the parameter data section listed in Appendix 12, was randomly 
generated based on a uniform random sample from feasible parameter 
space defined by the user-supplied lower and upper bounds. To better 
accommodate scaling issues resulting from the use of different units for 
different parameters, and in an attempt to decrease the degree of 
nonlinearity of the parameter estimation problem, the logs of the adjustable 
model parameters were estimated instead of their native values (as indi-
cated by the presence of “log” uniformly in the second column of the para-
meter data section of the control file – see Appendix 10 and Appendix 12); 
past experience has demonstrated that greater efficiency and stability of the 
parameter estimation process can often be achieved through this means 
(Skahill and Doherty, 2006). If one did not want to estimate the log of an 
adjustable model parameter, but rather its native value, then one would 
replace “log” with “none” in the second entry on the row for that paramter 
in the parameter data section of the input control file. 

Step 09 – Verify control file is functional. One can check to see if 
there are any errors with the input control file as now prepared by typing 
the following at the command prompt and pressing enter: 

PESTCHEK gc_1 

In so doing, one would see the following record of PESTCHEK execution at 
the command prompt, as shown in Figure 4: 

 
Figure 4. Terminal display for PESTCHEK execution. 
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Step 10 – Modify control file for use with independent ERDC LM 
method implementation. To employ our independent ERDC LM 
implementation, two additional rows of input data are appended to the 
end of the control data section of the control file gc_1.pst, as shown in 
Appendix 13, and a new file was saved named gc_1_bu1.pst. The first of 
the two added rows has four entries to be specified while the second row 
that is added contains a single entry. The first of the noted four entries 
whose values are to be specified on the first row that is appended to the 
end of the control data section of the input control file signifies whether 
the LM or SLM method will be employed. If its value is 0, then the LM 
method will be employed and the remaining three values to be specified 
are effectively disregarded; whereas, if its value is 1, the SLM method will 
be employed and the next three values will impact how the SLM method 
proceeds during a given local search. The second of the noted four entries 
is also specified to be 0 or 1, and, as just mentioned, is only potentially 
active if the first entry is specified a value of 1. If its value is set to 1, then 
there will be a full update of X, the model Jacobian matrix, whenever the 
ratio of the new and old objective function values is greater than a 
specified input value; viz., the next (the third) entry. The fourth entry is an 
integer value that can be anywhere between 0 and m, inclusive, where m is 
the dimensionality of adjustable model parameter space. It dictates the use 
of cyclic updating, using finite differences, at each optimization iteration, 
of anywhere between 0 and m individual columns of X. The single entry 
on the second row appended to the end of the control data section of the 
input control file is associated with a separate functionality that utilizes 
our independent ERDC SLM implementation, but that is not the focus of 
this report and hence is not discussed. 

Step 11 – Calibrate GSSHA GCEW hydrologic model using PEST 
LM method implementation. A model independent LM method local 
search was employed to calibrate the GSSHA GCEW continuous simulation 
hydrological model using the prepared input control file gc_1.pst (and the 
related input files) by typing the following at the command prompt and 
pressing enter: 

pest gc_1 

Step 12 – Calibrate GSSHA GCEW hydrologic model using ERDC 
LM method implementation. Our own independent implementation 
of the LM method was also employed to calibrate the GSSHA GCEW 
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continuous simulation hydrological model, also in a model independent 
manner, using the prepared input control file gc_1_bu1.pst (and the 
related input files) by typing the following at the command prompt and 
pressing enter:  

slm_chl gc_1_bu1 

Step 13 – Summarize LM local searches. The files 
gc_1.rec/gc_1_bu1.rec summarize the PEST/ERDC software supervised 
LM-based local searches for the GCEW GSSHA continuous simulation 
hydrologic model. For the ERDC LM method implementation, the contents 
of the record file gc_1_bu1.rec include: 

1. A summary of the inverse model run, including;  
a. The initial parameter values and the initial objective function value; 
b. For each optimization iteration, 

(1) at the beginning,  
(a) The iteration number, 
(b) The number of forward model calls executed so far, and 
(c) The starting objective function value;  

(2) Upon completion of populating the model Jacobian (in this 
example by way of a full update), a summary of the alternate 
Marquardt lambda values considered and the related objective 
function values, and  

(3) At the end of a given iteration, the beginning and ending parameter 
values;  

c. The reason for the termination of the LM-based local search, and 
d. The total model calls  

2. A summary of the optimized parameter values;  
3. A linear-based estimate of model (i.e., the final estimated parameter 

values) uncertainty;  
4. A listing of the measured values, the calculated values (associated with the 

final estimated model), the residuals, the weights associated with each 
observation, and the name of the observation group associated with each 
observation;  

5. The objective function value associated with the estimated model; and  
6. Estimates of the model covariance matrix, its normalized eigenvectors and 

related eigenvalues, and the parameter correlation coefficient matrix.  



ERDC/CHL TR-12-3 18 

 

The contents of the record file gc_1_bu1.rec are listed in Appendix 14. For 
this particular example, using the independent ERDC LM implementation, 
the initial and final objective function values are 
2.133993E+002/5.842522E+001, 286 total model calls were required to 
complete the LM local search, and the initial and final estimated 
parameter values are listed in Table 2. 

Table 2. Final calibration parameters for GSSHA GCEW model. 

Parameter name Initial value Final model 

ro_pine  0.079168 0.252474  

ro_cottn 0.374765 0.450000  

ro_pastr 0.388070 0.450000  

ro_gully 0.232765 0.450000  

re_pine  1.469107 2.000000  

re_cottn 0.700701 2.000000  

re_pastr 1.104456 2.000000  

re_gully 1.008325 2.000000  

hcnd_gsl 1.127866 1.300000  

hcnd_pcl 0.139293 0.025000  

hcnd_ccl 0.105020 0.025000  

hcd_pncl 0.464401 0.025000  

hcd_pnsl 0.095130 0.167483  

hcnd_csl 1.255712 1.454846  

hcnd_psl 0.688709 0.080000  

ch_rough 0.030411 0.035732  

The file gc_1_bu1.sen contains the estimated values for composite 
parameter sensitivities (see Doherty, 2004 for a definition), which of 
course can be useful, possibly also in coordination with the information 
contained in the record file, to identify any adjustable model parameters 
that may be impairing the LM-based local search due to insensitivity 
(either individually or by way of correlation). The contents of the file 
gc_1_bu1.sen are listed in Appendix 15. The file gc_1_bu1.par contains 
the final estimated model, and its contents are listed in Appendix 16. 

The interested reader is directed to the PEST documentation to interpret 
the PEST generated output files (e.g., .rec, .sen, .par, …). As with the 
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independent ERDC LM implementation, the total model calls and final 
objective function value are both listed in the record file (“.rec”). The PEST 
supervised LM method based local search required 305 total model calls to 
converge, using the same initial values and convergence criteria as the 
independent ERDC LM implementation. 

Example 2 

This example will demonstrate how to start, stop and restart an ERDC LM 
implementation LM method local search, using the GCEW GSSHA 
hydrologic model that was described in Example 1. 

Step 01 – Start the LM local search. Start a LM method local search 
to calibrate the GCEW GSSHA hydrologic model that was described in 
Example 1, using the independent ERDC LM implementation, by typing 
the following at the command prompt and pressing enter: 

slm_chl gc_2_bu1 

For clarity, the control file gc_2_bu1 is identical to the control file from 
Example 1, gc_1_bu1. 

Step 02 – Prematurely stop the LM local search. Stop the LM local 
search that was started in the previous step, after at least one optimization 
iteration has completed, by opening a new command prompt window, 
changing the directory to the current working directory, and then typing 
the following at the command prompt and pressing enter: 

pstop gc_2_bu1 

Step 03 – Restart the LM local search. Restart the LM local search 
that was prematurely stopped in the previous step by typing the following 
at the command prompt and pressing enter: 

slm_chl gc_2_bu1 /r 

Step 04 – Examine and compare LM local search output files 
with those from Example 1.  

Upon examination of the record, sensitivity, and final parameter output files 
(viz., gc_2_bu1.rec, gc_2_bu1.sen, and gc_2_bu1.par) and a comparison 
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with the corresponding “rec”, “sen”, and “par” files obtained from Example 
1, where the local search ran to completion without any interruption, one 
would see, as expected, that they are completely or effectively identical. The 
contents of the files gc_2_bu1.rec, gc_2_bu1.sen, and gc_2_bu1.par are 
presented in Appendix 17, Appendix 18, and Appendix 19, respectively. 

Example 3 

In this example, we will document the steps necessary to perform a SLM 
method based local search to calibrate the GSSHA hydrologic model for 
the GCEW that was described in Example 1 using the PEST and ERDC 
model calibration software. 

Step 01 – Modify control file. Modify the control data section of the 
input control file gc_1.pst that was prepared in Example 1 as shown below: 

* control data 
restart estimation 
 16 233 16 0 1 
 1 1 single point 1 0 0 
5.0 2.0 0.3 0.03 10 999 
5.0 5.0 1.0e-3 
0.1 noaui 
30 .005 4 4 .005 4 
1 1 1 

The only change, relative to the control data section of the input control file 
gc_1, is the addition of the final entry of 999 on the 3rd row. This is the value 
recommended in the PEST manual for activation of the Broyden rank one 
(secant) update with the PEST implementation of the SLM method. After 
making the noted change to activate utilization of the Broyden rank one 
(secant) update, name the new PEST input control file gc_1b.pst. 

Step 02 – Modify control file for use with independent ERDC 
SLM method implementation. Modify the control data section of the 
input control file gc_1_bu1.pst that was prepared in Example 1 as shown 
below: 

* control data 
restart estimation 
 16 233 16 0 1 
 1 1 single point 1 0 0 
5.0 2.0 0.3 0.03 10 
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5.0 5.0 1.0e-3 
0.1 noaui 
30 .005 4 4 .005 4 
1 1 1 
1 0 1.0 0 
0 

The only change, relative to the control data section of the input control 
file gc_1_bu1.pst, is that the first entry on the next to the last row of the 
control data section is now 1 rather than 0. In consideration of the 
commentary provided earlier in this report, in particular, in Step 10 of 
Example 1, we’re now employing the Broyden rank one update with no 
measures employed to mitigate against the potential that Xnew may 
eventually become a poor approximation to the true Jacobian after some 
optimization iterations. In particular, there will be no occasional full 
updating in the usual manner using finite differences nor any use of cyclic 
updating, using finite differences, at each optimization iteration, of 
anywhere between one and m individual columns of X. After making the 
noted change, name the new input control file gc_1_bu2.pst. 

Step 03 – Calibrate GSSHA GCEW hydrologic model using PEST 
SLM method implementation. A model independent modified LM 
method local search was employed to calibrate the GSSHA GCEW 
continuous simulation hydrological model using the prepared input control 
file gc_1b.pst (and the related input files) by typing the following at the 
command prompt and pressing enter:  

pest gc_1b 

Step 04 – Calibrate GSSHA GCEW hydrologic model using 
ERDC SLM method implementation. Our independent 
implementation of the SLM method was also employed to calibrate the 
GSSHA GCEW continuous simulation hydrological model, also in a model 
independent manner, using the prepared input control file gc_1_bu2.pst 
(and the related input files) by typing the following at the command 
prompt and pressing enter:  

slm_chl gc_1_bu2 

Step 05 – Summarize LM local searches. The contents of the record 
files gc_1b.rec and gc_1_bu2.rec that are associated with the two local 
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searches are provided in Appendix 20 and Appendix 21, respectively. The 
PEST supervised local search that employed its recommended use of the 
Broyden rank one update required 347 total model calls to converge. The 
ERDC SLM method implementation required 62 total model calls to 
converge. Both local searches used the same initial values and convergence 
criteria as the local searches performed, using the LM method, in 
Example 1. 

Example 4 

This example will demonstrate how to start, stop and restart an ERDC 
SLM method implementation local search, using the GCEW GSSHA 
hydrologic model that was described in Example 1.  

Step 01 – Start the SLM local search. Start a SLM method local 
search to calibrate the GCEW GSSHA hydrologic model that was described 
in Example 1, using the independent ERDC SLM implementation, by 
typing the following at the command prompt and pressing enter: 

slm_chl gc_4_bu2 

For clarity, the control file gc_4_bu2 is identical to the control file from 
Example 3, gc_1_bu2. 

Step 02 – Prematurely stop the SLM local search. Stop the SLM 
local search that was started in the previous step, after at least one 
optimization iteration has completed, by opening a new command prompt 
window, changing the directory to the current working directory, and then 
typing the following at the command prompt and pressing enter: 

pstop gc_4_bu2 

Step 03 – Restart the SLM local search. Restart the SLM local search 
that was prematurely stopped in the previous step by typing the following 
at the command prompt and pressing enter: 

slm_chl gc_4_bu2 /r 

Step 04 – Examine and compare SLM local search output files 
with those from Example 3. Upon examination of the record, sensiti-
vity, and final parameter output files (viz., gc_4_bu2.rec, gc_4_bu2.sen, 
and gc_4_bu2.par) and a comparison with the corresponding “rec”, “sen”, 
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and “par” files obtained from Example 3, where the local search ran to 
completion without any interruption, one would see, as expected, that they 
are completely or effectively identical. The contents of the files 
gc_4_bu2.rec, gc_4_bu2.sen, and gc_4_bu2.par are presented in 
Appendix 22, Appendix 23, and Appendix 24, respectively. 

Example 5 

This example demonstrates a variation of the ERDC SLM implementation 
to calibrate the GCEW GSSHA continuous simulation hydrologic model, 
wherein cyclic updating is employed, employing one column at a time in 
this case, in an attempt to mitigate against the potential that Xnew may 
eventually become a poor approximation to the true Jacobian after some 
optimization iterations. 

Step 01 – Modify control file for use with independent ERDC 
SLM method implementation. Modify the control data section of the 
input control file gc_1_bu2.pst that was prepared in Example 3 as shown 
below: 

* control data 
restart estimation 
 16 233 16 0 1 
 1 1 single point 1 0 0 
5.0 2.0 0.3 0.03 10 
5.0 5.0 1.0e-3 
0.1 noaui 
30 .005 4 4 .005 4 
1 1 1 
1 0 1.0 1 
0 

The only change, relative to the control data section of the input control 
file gc_1_bu2, is that the final entry on the next to the last row of the 
control data section is now 1 rather than 0. In consideration of the 
commentary provided earlier in this report, in particular, in Step 10 of 
Example 1, we’re now employing the Broyden rank one update, of course, 
but also with one measure employed to mitigate against the potential that 
Xnew may eventually become a poor approximation to the true Jacobian 
after some optimization iterations. In particular, there will be cyclic 
updating, using finite differences, at each optimization iteration, of one 
column of X. After making the noted change, name the new input control 
file gc_5_bu1.pst. 
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Step 02 – Calibrate GSSHA GCEW hydrologic model using ERDC 
SLM method implementation. Our independent implementation of the 
SLM method was employed to calibrate the GSSHA GCEW continuous 
simulation hydrological model, in a model independent manner, using the 
prepared input control file gc_5_bu1.pst (and the related input files) by 
typing the following at the command prompt and pressing enter:  

slm_chl gc_5_bu1 

Step 03 – Summarize LM local search. The contents of the files 
gc_5_bu1.rec, gc_5_bu1.sen, and gc_5_bu1.par are presented in 
Appendix 25, Appendix 26, and Appendix 27, respectively. By employing 
one column cyclic updating, 79 total model calls were required for the SLM 
local search to converge. 

Example 6 

This example demonstrates a similar variation of the ERDC SLM 
implementation to that presented in Example 5, again with the intent of 
calibrating the GCEW GSSHA hydrologic model, but in this case cyclic 
updating is employed using three columns at a time, in an attempt to 
mitigate against the potential that Xnew may eventually become a poor 
approximation to the true Jacobian after some optimization iterations.  

Step 01 – Modify control file for use with independent ERDC 
SLM method implementation. Modify the control data section of the 
input control file gc_5_bu1.pst that was prepared in Example 5 as shown 
below: 

* control data 
restart estimation 
 16 233 16 0 1 
 1 1 single point 1 0 0 
5.0 2.0 0.3 0.03 10 
5.0 5.0 1.0e-3 
0.1 noaui 
30 .005 4 4 .005 4 
1 1 1 
1 0 1.0 3 
0 
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The only change, relative to the control data section of the input control 
file gc_5_bu1, is that the final entry on the next to the last row of the 
control data section is now 3 rather than 1. In consideration of the 
commentary provided earlier in this report, in particular, in Step 10 of 
Example 1, we’re now employing the Broyden rank one (secant) update, of 
course, but also with one measure employed to mitigate against the 
potential that Xnew may eventually become a poor approximation to the 
true Jacobian after some optimization iterations. In particular, there will 
be cyclic updating, using finite differences, at each optimization iteration, 
of three columns of X. After making the noted change, name the new input 
control file gc_6_bu1.pst. 

Step 02 – Calibrate GSSHA GCEW hydrologic model using ERDC 
SLM method implementation. Our independent implementation of the 
SLM method was employed to calibrate the GSSHA GCEW continuous 
simulation hydrological model, in a model independent manner, using the 
prepared input control file gc_6_bu1.pst (and the related input files) by 
typing the following at the command prompt and pressing enter:  

slm_chl gc_6_bu1 

Step 03 – Summarize LM local search. The contents of the files 
gc_6_bu1.rec, gc_6_bu1.sen, and gc_6_bu1.par are presented in 
Appendix 28, Appendix 29, and Appendix 30, respectively. By employing 
three column cyclic updating, 154 total model calls were required for the 
SLM local search to converge. 

Example 7 

As with Example 6, this example also employs a variation of SLM using the 
ERDC SLM implementation to calibrate the GCEW GSSHA hydrologic 
model, wherein three column cyclic updating is employed to mitigate 
against the potential that Xnew may eventually become a poor approxi-
mation to the true Jacobian after some optimization iterations. However, 
this example differs from Example 6 in that minor changes will be made to 
the input control file to indicate that only forward finite differences will be 
employed to approximate derivatives for the entire duration of the inverse 
model run. 

Step 01 – Modify control file for use with independent ERDC 
SLM method implementation. Modify the control data section of the 
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input control file gc_6_bu1.pst that was prepared in Example 6 as shown 
below: 

* parameter groups 

ro_pine relative 1.0000E-02 0.000 always_2 2.000 parabolic 

ro_cottn relative 1.0000E-02 0.000 always_2 2.000 parabolic 

ro_pastr relative 1.0000E-02 0.000 always_2 2.000 parabolic 

ro_gully relative 1.0000E-02 0.000 always_2 2.000 parabolic 

re_pine relative 1.0000E-02 0.000 always_2 2.000 parabolic 

re_cottn relative 1.0000E-02 0.000 always_2 2.000 parabolic 

re_pastr relative 1.0000E-02 0.000 always_2 2.000 parabolic 

re_gully relative 1.0000E-02 0.000 always_2 2.000 parabolic 

hcnd_gsl relative 1.0000E-02 0.000 always_2 2.000 parabolic 

hcnd_pcl relative 1.0000E-02 0.000 always_2 2.000 parabolic 

hcnd_ccl relative 1.0000E-02 0.000 always_2 2.000 parabolic 

hcd_pncl relative 1.0000E-02 0.000 always_2 2.000 parabolic 

hcd_pnsl relative 1.0000E-02 0.000 always_2 2.000 parabolic 

hcnd_csl relative 1.0000E-02 0.000 always_2 2.000 parabolic 

hcnd_psl relative 1.0000E-02 0.000 always_2 2.000 parabolic 

ch_rough relative 1.0000E-02 0.000 always_2 2.000 parabolic 

The fifth entry for each row (wherein each row is related to an adjustable 
model parameter) in the parameter groups section of the input control file 
was uniformly changed from “switch” to “always_2”. In so doing, deriva-
tives calculations will be approximated using forward finite differences for 
the entire duration of the inverse model run; whereas, previously, deriva-
tive calculations initially started out using forward differences, but 
switched to central derivative calculations (better accuracy relative to 
forward differences, but at the cost of twice the number of forward model 
calls required to estimate the derivative) based on the value of a control 
data section control file input parameter value (the interested reader is 
referred to the PEST user’s manual for additional details). After making 
the noted change, name the new input control file gc_7_bu1.pst.  
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Step 02 – Calibrate GSSHA GCEW hydrologic model using ERDC 
SLM method implementation. Our independent implementation of the 
SLM method was employed to calibrate the GSSHA GCEW continuous 
simulation hydrological model, in a model independent manner, using the 
prepared input control file gc_7_bu1.pst (and the related input files) by 
typing the following at the command prompt and pressing enter:  

slm_chl gc_7_bu1 

Step 03 – Summarize LM local search. The contents of the files 
gc_7_bu1.rec, gc_7_bu1.sen, and gc_7_bu1.par are presented in 
Appendix 31, Appendix 32, and Appendix 33, respectively. By employing 
three column cyclic updating together with forward differences for 
derivates calculation for the entire inverse model run, 112 total model calls 
were required for the SLM local search to converge. 

Example 8 

This example demonstrates the capacity to effectively reduce the number 
of adjustable model parameters for a given LM or SLM based local search. 
This is made possible by modifying the input control file in a manner such 
that the values for some of the parameters that were originally designated 
in a control file to be adjustable simply piggy-back off of the remaining 
parameters that in fact are treated as adjustable during a given LM or SLM 
based local search.  

Step 01 – Modify control file for use with independent ERDC 
SLM method implementation. In this example, we will modify the 
input control file so that now only the following five parameters will be 
treated as adjustable:  

ro_pastr 
re_pastr 
hcd_pncl 
hcnd_psl 
ch_rough 

The value of the remaining eleven GSSHA GCEW model parameters will 
be adjusted during a LM or SLM local search such that the ratio remains 
fixed with that of an actual adjustable model parameter that each 
individual parameter is tied to, as will be designated in the input control 
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file. In particular, modify the parameter groups and parameter data 
sections of the input control file gc_7_bu1.pst that was prepared in 
Example 7 as shown below: 

* parameter groups 

ro_pine relative 1.0000E-02 0.000 switch 2.000 parabolic 

ro_cottn relative 1.0000E-02 0.000 switch 2.000 parabolic 

ro_pastr relative 1.0000E-02 0.000 switch 2.000 parabolic 

ro_gully relative 1.0000E-02 0.000 switch 2.000 parabolic 

re_pine relative 1.0000E-02 0.000 switch 2.000 parabolic 

re_cottn relative 1.0000E-02 0.000 switch 2.000 parabolic 

re_pastr relative 1.0000E-02 0.000 switch 2.000 parabolic 

re_gully relative 1.0000E-02 0.000 switch 2.000 parabolic 

hcnd_gsl relative 1.0000E-02 0.000 switch 2.000 parabolic 

hcnd_pcl relative 1.0000E-02 0.000 switch 2.000 parabolic 

hcnd_ccl relative 1.0000E-02 0.000 switch 2.000 parabolic 

hcd_pncl relative 1.0000E-02 0.000 switch 2.000 parabolic 

hcd_pnsl relative 1.0000E-02 0.000 switch 2.000 parabolic 

hcnd_csl relative 1.0000E-02 0.000 switch 2.000 parabolic 

hcnd_psl relative 1.0000E-02 0.000 switch 2.000 parabolic 

ch_rough relative 1.0000E-02 0.000 switch 2.000 parabolic 

* parameter data 

ro_pine tied factor 0.079168 0.075 0.45 ro_pine 1.000 0.000 1 

ro_cottn tied factor 0.374765 0.075 0.45 ro_cottn 1.000 0.000 1 

ro_pastr log factor 0.388070 0.075 0.45 ro_pastr 1.000 0.000 1 

ro_gully tied factor 0.232765 0.075 0.45 ro_gully 1.000 0.000 1 

re_pine tied factor 1.469107 0.1 2.00 re_pine 1.000 0.000 1 

re_cottn tied factor 0.700701 0.1 2.00 re_cottn 1.000 0.000 1 

re_pastr log factor 1.104456 0.1 2.00 re_pastr 1.000 0.000 1 

re_gully tied factor 1.008325 0.1 2.00 re_gully 1.000 0.000 1 
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hcnd_gsl tied factor 1.127866 0.17 1.3 hcnd_gsl 1.000 0.000 1 

hcnd_pcl tied factor 0.139293 0.025 0.41 hcnd_pcl 1.000 0.000 1 

hcnd_ccl tied factor 0.105020 0.025 0.41 hcnd_ccl 1.000 0.000 1 

hcd_pncl log factor 0.464401 0.025 0.60 hcd_pncl 1.000 0.000 1 

hcd_pnsl tied factor 0.095130 0.025 0.2 hcd_pnsl 1.000 0.000 1 

hcnd_csl tied factor 1.255712 0.07 1.5 hcnd_csl 1.000 0.000 1 

hcnd_psl log factor 0.688709 0.08 1.3 hcnd_psl 1.000 0.000 1 

ch_rough log factor 0.030411 0.0275 0.0375 ch_rough 1.000 0.000 1 

ro_pine ro_pastr 
ro_cottn ro_pastr 
ro_gully ro_pastr 
re_pine re_pastr 
re_cottn re_pastr 
re_gully re_pastr 
hcnd_gsl hcnd_psl 
hcnd_pcl hcd_pncl 
hcnd_ccl hcd_pncl 
hcd_pnsl hcnd_psl 
hcnd_csl hcnd_psl 

The modifications that are made in the parameter data section effect the 
change that we want to illustrate in this example. In the second column of 
the first sixteen rows of that section, one now sees five instances of “log”, 
indicating the five, rather than sixteen, adjustable parameters for the 
GSSHA GCEW model, and eleven instances of “tied”, which indicate the 
remaining parameters whose values now will simply piggy-back off of the 
adjustable model parameter values during the local search. At the end of the 
parameter data section, there are now eleven additional rows each 
containing two entries, the first entry being a parameter that is now 
designated as “tied”, and the second entry being a parameter that now 
remains as adjustable (indicated on the second entry of the first sixteen 
rows of the parameter data section, as in this case, by “log”, but an adjust-
able model parameter may also, as mentioned earlier, be specified at the 
same entry location with “none” to indicate estimation of the native value 
rather than its log transform) to which the first parameter is now tied. The 
noted ratio between a parameter that is designated as tied and the adjust-
able parameter that it is tied to is based on their initial values, which are 
also, as previously mentioned, specified in the input control file. For 
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example, for the tied parameter ro_pine, which is tied to the adjustable 
model parameter ro_pastr, the ratio of their initial values is 0.204. The 
interested reader is referred to the PEST user’s manual for additional 
details. By using tied parameters as specified above, with this example, the 
original GSSHA GCEW hydrologic model now has uniform values for the 
overland roughness value and retention depth, and only two hydraulic 
conductivity values, one for clay loam and one for silt loam rather than the 
original seven hydraulic conductivity values that were based on a cross 
product of soil type (clay loam or silt loam) and land cover type (gullied 
land, pasture, cotton, pine). Such manual parsimonizing, via the input 
control file, of the hydrologic and/or environmental forward model, may be 
prudent/necessary if, for example, insufficient observation data are 
available to effectively justify the level of model complexity originally 
incorporated into the forward model. After making the noted change, name 
the new input control file gc_8_bu1.pst. 

Step 02 – Calibrate GSSHA GCEW hydrologic model using ERDC 
SLM method implementation. Our independent implementation of the 
SLM method was employed to calibrate the GSSHA GCEW continuous 
simulation hydrological model, in a model independent manner, using the 
prepared input control file gc_8_bu1.pst (and the related input files) by 
typing the following at the command prompt and pressing enter:  

slm_chl gc_8_bu1 

Step 03 – Summarize LM local search. The contents of the files 
gc_8_bu1.rec, gc_8_bu1.sen, and gc_8_bu1.par are presented in 
Appendix 34, Appendix 35, and Appendix 36, respectively. By employing 
three column cyclic updating for the entire inverse model run with now 
what are five, rather than sixteen adjustable model parameters, 45 total 
model calls were required for the SLM local search to converge. Examining 
the final model as specified in either the “.rec” or “.par” file, we see that the 
ratios for the eleven tied parameters remain the same as they were at the 
beginning of the local search (see Table 3 directly below). With the 
information that is provided in the record file one could generate a table 
similar to that of Table 3 at the end of each optimization iteration, and if 
one did so one would see that the initial ratios remain fixed throughout the 
duration of the local search. 
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Table 3. Ratio of GSSHA GCEW tied parameters to their adjustable counterparts. 

Tied Parameter Adjustable Parameter Tied To 
 

  

Name 
Initial 
Value 

Final 
Value Name 

Initial 
Value 

Final 
Value 

Ratio at Initial 
Values 

Ratio at Final 
Values 

ro_pine  0.07917 0.09180 ro_pastr 0.38807 0.45 0.20400 0.20400 

ro_cottn 0.37477 0.43457 ro_pastr 0.38807 0.45 0.96571 0.96572 

ro_gully 0.23277 0.26991 ro_pastr 0.38807 0.45 0.59980 0.59980 

re_pine  1.46911 2.66033 re_pastr 1.10446 2 1.33016 1.33016 

re_cottn 0.70070 1.26886 re_pastr 1.10446 2 0.63443 0.63443 

re_gully 1.00833 1.82592 re_pastr 1.10446 2 0.91296 0.91296 

hcnd_gsl 1.12787 0.91026 hcnd_psl 0.68871 0.555833 1.63765 1.63765 

hcnd_pcl 0.13929 0.00750 hcd_pncl 0.46440 0.025 0.29994 0.29996 

hcnd_ccl 0.10502 0.00565 hcd_pncl 0.46440 0.025 0.22614 0.22616 

hcd_pnsl 0.09513 0.07678 hcnd_psl 0.68871 0.555833 0.13813 0.13813 

hcnd_csl 1.25571 1.01344 hcnd_psl 0.68871 0.555833 1.82328 1.82328 

Example 9 

This example is a follow-on to Example 8, and demonstrates an additional 
way to reduce the number of adjustable model parameters that will be 
estimated through modification of the input control file. In particular, one 
can fix what were originally designated to be adjustable model parameters 
at their initial values. 

Step 01 – Modify control file for use with independent ERDC 
SLM method implementation. Modify the parameter data section of 
the input control file gc_8_bu1.pst that was prepared in Example 8 as 
shown below: 

* parameter data 

ro_pine tied factor 0.079168 0.075 0.45 ro_pine 1.000 0.000 1 

ro_cottn tied factor 0.374765 0.075 0.45 ro_cottn 1.000 0.000 1 

ro_pastr log factor 0.388070 0.075 0.45 ro_pastr 1.000 0.000 1 

ro_gully tied factor 0.232765 0.075 0.45 ro_gully 1.000 0.000 1 

re_pine tied factor 1.469107 0.1 2.00 re_pine 1.000 0.000 1 

re_cottn tied factor 0.700701 0.1 2.00 re_cottn 1.000 0.000 1 
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re_pastr log factor 1.104456 0.1 2.00 re_pastr 1.000 0.000 1 

re_gully tied factor 1.008325 0.1 2.00 re_gully 1.000 0.000 1 

hcnd_gsl tied factor 1.127866 0.17 1.3 hcnd_gsl 1.000 0.000 1 

hcnd_pcl tied factor 0.139293 0.025 0.41 hcnd_pcl 1.000 0.000 1 

hcnd_ccl tied factor 0.105020 0.025 0.41 hcnd_ccl 1.000 0.000 1 

hcd_pncl log factor 0.464401 0.025 0.60 hcd_pncl 1.000 0.000 1 

hcd_pnsl tied factor 0.095130 0.025 0.2 hcd_pnsl 1.000 0.000 1 

hcnd_csl tied factor 1.255712 0.07 1.5 hcnd_csl 1.000 0.000 1 

hcnd_psl log factor 0.688709 0.08 1.3 hcnd_psl 1.000 0.000 1 

ch_rough fixed factor 0.037500 0.0275 0.0375 ch_rough 1.000 0.000 1 

ro_pine ro_pastr 
ro_cottn ro_pastr 
ro_gully ro_pastr 
re_pine re_pastr 
re_cottn re_pastr 
re_gully re_pastr 
hcnd_gsl hcnd_psl 
hcnd_pcl hcd_pncl 
hcnd_ccl hcd_pncl 
hcd_pnsl hcnd_psl 
hcnd_csl hcnd_psl 

The only modification is in the second entry of the sixteenth row of the 
section where before the entry contained “log” it now contains “fixed” to 
designate that the parameter named “ch_rough”, representing the channel 
roughness value that is uniformly used throughout the GSSHA GCEW 
model, is fixed at its initial value for the entire inverse model run. Hence, 
in combination with the 11 tied parameters from Example 8, there are now 
only four parameters that will be adjusted during the calibration process. 
After making the noted change, name the new input control file 
gc_9_bu1.pst. 

Step 02 – Calibrate GSSHA GCEW hydrologic model using ERDC 
SLM method implementation. Our independent implementation of the 
SLM method was employed to calibrate the GSSHA GCEW continuous 
simulation hydrological model, in a model independent manner, using the 
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prepared input control file gc_9_bu1.pst (and the related input files) by 
typing the following at the command prompt and pressing enter:  

slm_chl gc_9_bu1 

Step 03 – Summarize LM local search. The contents of the files 
gc_9_bu1.rec, gc_9_bu1.sen, and gc_9_bu1.par are presented in Appendix 
37, Appendix 38, and Appendix 39, respectively. Upon examination of the 
record file, one can see that the parameter “ch_rough” remained fixed at its 
intial value for the duration of the SLM local search. 

Example 10 

One can evaluate parameter (in)sensitivity and uncertainty; albeit local and 
linear, both during and upon completion of an LM or SLM based local 
search. With both the PEST and independent ERDC LM implementations, 
one can assess these quantities prior to performing what may potentially be 
a relatively expensive inverse model run. This example demonstrates how to 
estimate parameter (in)sensitivity and uncertainty at a given location in 
adjustable model parameter space without performing a local search. 

Step 01 – Modify control file for use with independent ERDC 
SLM method implementation. Modify the control data section of the 
control file from Example 1; viz., gc_1_bu1.pst, as shown below:  

* control data 

restart estimation 

 16 233 16 0 1 

 1 1 single point 1 0 0 

5.0 2.0 0.3 0.03 10 

5.0 5.0 1.0e-3 

0.1 noaui 

-1 .005 4 4 .005 4 

1 1 1 

0 0 1.0 0 

0 
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and rename it gc_10_bu1.pst. The only modification is to the first entry on 
the 7th row of the control data section. What was previously specified to be 
30 has been changed to -1. The value of -1 indicates to both the PEST and 
independent ERDC LM implementations to perform either m or 2m 
forward model calls (dependent upon whether forward or central finite 
differences are employed) to populate the column space of the matrix X. 
Once the model sensitivity matrix X is estimated with a full update using 
either forward or central finite differences, approximations for model 
parameter sensitivity and uncertainty can then be determined, and as 
previously mentioned, that information is stored in the “.sen” and “.rec” 
files. This particular input control file control data section input parameter 
can take on integer values greater than or equal to -1. For specified values 
greater than or equal to 0, the input value specifies the maximum number 
of optimization iterations that are permitted for a given LM or SLM based 
local search. The interested reader is referred to the PEST user’s manual 
for more information. 

Step 02 – Run the GSSHA GCEW hydrologic model using ERDC 
SLM method implementation m times to estimate parameter 
(in)sensitivity and uncertainty. The independent ERDC implementa-
tion of the SLM method will be used to populate the model sensitivity 
matrix X in a model independent manner, using the prepared input 
control file gc_10_bu1.pst (and the related input files) by typing the 
following at the command prompt and pressing enter:  

slm_chl gc_10_bu1 

Step 03 – Summarize LM. The contents of the files gc_10_bu1.rec and 
gc_10_bu1.sen are presented in Appendix 40 and Appendix 41, respectively. 

Example 11 

In this example we demonstrate how to include prior information into the 
LM/SLM parameter estimation process using our independent ERDC 
LM/SLM implementation. The interested reader is referred to the PEST 
user’s manual for more information. 

Step 01 – Modify control file for use with independent ERDC 
SLM method implementation. Modify the input control file to 
calibrate the GCEW GSSHA hydrologic model as shown in Appendix 42. 
The notable modifications are listed below: 
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1. The number of unique pieces of prior information, in this case four, are 
specified at the 4th entry of the 2nd row in the control data section of the 
input control file  

2. The number of observation groups, in this case two, are specified at the 5th 
entry of the 2nd row in the control data section of the input control file 

3. The observation groups section listed after the parameter data section in 
the input control file lists the names of the two observation groups; viz., 
“tmf” and “pinfo”  

4. The prior information section listed after the model command line section 
in the input control file lists the four unique pieces of prior information; 
viz., specified preferred parameter values for the four adjustable model 
parameters. The weights for each of these four additional observations are 
uniformly assigned a value of 100 (determined by manually adjusting the 
uniformly assigned weights and performing a single model run (by setting 
NOPTMAX equal to zero) and observing the computed objective function 
values), so that the observation group name “pinfo” is of a similar 
magnitude to the observation named “tmf” at the start of the estimation 
process. 

Save the file as gc_11_bu1.pst. This example is very similar to Example 9; 
however, here we are using prior information and one column cyclic 
updating; whereas, with Example 9 we used no prior information and 
three column cyclic updating. 

Step 02 – Calibrate GSSHA GCEW hydrologic model using ERDC 
SLM method implementation. Our independent implementation of the 
SLM method was employed to calibrate the GSSHA GCEW continuous 
simulation hydrological model, in a model independent manner, using the 
prepared input control file gc_11_bu1.pst (and the related input files) by 
typing the following at the command prompt and pressing enter:  

slm_chl gc_11_bu1 

Step 03 – Summarize LM local search. The contents of the files 
gc_11_bu1.rec, gc_11_bu1.sen, and gc_11_bu1.par are presented in 
Appendix 43, Appendix 44, and Appendix 45, respectively. Examining the 
final estimated parameter set, we see that it is close to the preferred 
parameter state that we expressed in the prior information section of the 
input control file, and that the uncertainty associated with the final model 
is reduced when compared with the final model obtained in Example 9. 
With Example 9, all but one of the estimated parameters hit their bounds. 
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3 Results and Discussion 

As was mentioned in the introduction, one of the objectives of this report 
was to provide the interested reader with an intuitive sense of how our 
implementation of the SLM method works, and to also demonstrate how 
our LM/SLM implementation compares with its counterparts as 
implemented in the popular PEST software. The third, and fifth through 
seventh examples addressed this objective, and Table 4 summarizes 
results obtained from Examples 1, 3, 5, and 6 using the independent ERDC 
LM/SLM implementations. Table 5 summarizes results obtained from 
Examples 1 and 3 using the PEST LM/SLM implementations. 

Table 4. Summary of results (final objective function values and total model calls for local 
search to converge) associated with Examples 1, 3, 5, and 6 using the independent ERDC 

LM/SLM implementations. 

 Full Update (LM) 

Broyden Update (SLM) 

No full update 

no cyclic 
updating 

1 column cyclic 
updating 

3 column cyclic 
updating 

Final Objective 
Function Value 58.43 59.56 60.07 60.76 

Number of Total 
Model Calls 286 62 79 154 

Table 5. Summary of results (final objective function values and total model calls for local 
search to converge) associated with Examples 1 and 3 using the PEST LM/SLM 

implementations. 

  
Full Update 
(LM) Broyden Update (SLM) 

Final Objective Function 
Value 60.94 58.49 

Number of Total Model 
Calls 305 347 

Figures 5 and 6 are plots of the transformed observed and simulated flows 
that constitute the final objective function values for the LM and SLM runs 
from Examples 1 and 3, respectively, using the independent ERDC 
LM/SLM implementations. The figures provide the interested reader with 
a means to effectively compare the final objective function values that were 
obtained in the two examples in terms of a statistical summary (i.e., R2  
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Figure 5. Plot of transformed observed and simulated flows, associated with the final 

model, for Example 1 using the independent ERDC LM implementation. 

 
Figure 6. Plot of transformed observed and simulated flows, associated with the final 

model, for Example 3 using the independent ERDC SLM implementation. 
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and Nash-Sutcliffe efficiency score) and also by way of a scatter plot of the 
transformed observed data and its model simulated counterparts. Clearly, 
there is little difference in terms of fit between the two examples. The 
PEST SLM implementation required additional model calls to achieve an 
effectively equivalent model to measurement misfit; whereas, the ERDC 
SLM implementation obtained an effectively equivalent model to measure-
ment misfit with a highly noteworthy 78 percent reduction in total model 
calls.  

Examining the results that are presented in Table 4, we see that as the 
number of columns used for cyclic updating increases, so does the total 
number of model calls required for the local search to converge, of course in 
each case, with the same convergence criteria imposed. One would expect, 
but it cannot be guaranteed as there are multiple measures in place to 
terminate a given LM/SLM local search, that as the number of columns 
selected for cyclic updating tends to the number of adjustable model 
parameters (with no measures in place for a full update to occur), that the 
total number of model calls will tend to the number of model calls required 
for the LM local search to converge. While not present in this case, the 
typical pattern is for modest reductions in objective function improvement 
as one decreases the number of columns used for cyclic updating (Skahill et 
al., 2010). 

Example 7 demonstrated that a minor change to the input control file is all 
that is required to indicate that forward finite differences will be employed 
to approximate derivates for the entire duration of the inverse model run. In 
particular, in Example 7, the fifth entry of each row in the parameter groups 
section of the input control file was uniformly changed from “switch” to 
“always_2”. In so doing, derivates calculations were approximated using 
forward finite differences for the entire duration of the inverse model run; 
whereas, for previous examples, derivatives calculations initially started out 
using forward differences, but switched to central derivatives calculations 
(better accuracy relative to forward differences, but at the cost of twice the 
number of forward model calls required to estimate the derivate) based on 
the value of a control data section control file input parameter value. While 
not demonstrated in this report by way of a specific example, if the fifth 
entry in the parameter groups section is specified as “always_3”, derivates 
calculations will be approximated using central finite differences for the 
entire duration of the inverse model run. With the ERDC LM/SLM 
implementation, central derivatives can be approximated either in the usual 
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manner (     Δ Δ Δf x x f x x x   2 ) or by fitting a parabola through the 

three points. For all of the examples considered in this report, when central 
derivatives were used, we fit a parabola to the three points, and this was 
indicated by the term “parabolic” in the last entry of the parameter groups 
section of the input control file. If the last entry of the parameter groups 
section in the input control file is replaced with “outside_pts”, then central 
derivates will be computed in the usual manner. 

Example 8 demonstrated the capacity to effectively reduce the number of 
adjustable model parameters for a given LM or SLM based local search 
while using the independent ERDC LM/SLM implementation. In Example 
8, it was demonstrated that this is made possible by modifying the input 
control file in a manner such that the values for some of the parameters that 
were originally designated in a control file to be adjustable simply piggy-
back off of the remaining parameters that in fact are treated as adjustable 
during a given LM or SLM based local search. Example 9 demonstrated an 
additional mechanism to reduce the number of adjustable model para-
meters that will be estimated through modification of the input control file. 
In particular, Example 9 demonstrated that one can fix what were originally 
designated to be adjustable model parameters at their initial values. 
Example 10 demonstrated how to estimate parameter (in)sensitivity and 
uncertainty at a given location in adjustable model parameter space without 
performing a local search. One can evaluate parameter (in)sensitivity and 
uncertainty; albeit local and linear, both during and upon completion of an 
LM or SLM based local search. With the independent ERDC LM implemen-
tations, one can assess these quantities prior to performing what may 
potentially be a relatively expensive inverse model run. Example 11 demon-
strated how one can bias a LM/SLM local search by including prior 
information; that is, by specifying a preferred parameter state. 
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4 Summary and Conclusions 

In this report, some of the salient features/capabilities of the independent 
ERDC LM/SLM implementations were demonstrated, by way of eleven 
examples, using the GCEW GSSHA continuous simulation hydrologic 
model. This article focuses on the practical application of just one approach 
that has been developed to support the computer-based calibration of a 
hydrologic and/or environmental model. Future reports will present the 
practical application of additional methods (e.g., multilevel single linkage 
and efficiency enhancements to the CMAES evolutionary strategy) that have 
been developed to support the computer-based calibration of hydrologic 
and/or environmental models, likely in a similar manner. Planned research 
and development efforts are to include the independent ERDC LM/SLM 
implementations, discussed herein by way of example, directly into the 
GSSHA simulator. The user of the independent ERDC software implemen-
tations of the LM/SLM methods accepts and uses them at his/her own risk. 
Any questions, comments, and/or concerns regarding the use of the 
independent ERDC software implementations of the LM/SLM methods 
with the GSSHA model should be directed to the first author. The interested 
reader is encouraged to contact the second author with any questions, 
comments, and/or concerns related to the GSSHA hydrologic simulation 
model. 
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