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ABSTRACT
TOPIC MODELS IN INFORMATION RETRIEVAL
AUGUST 2007
XING WEI, B.A., SOUTHEAST UNIVERSITY, CHINA
M.A., SOUTHEAST UNIVERSITY, CHINA
M.A., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor W. Bruce Croft

Topic modeling demonstrates the semantic relations among words, whickl &eoul
helpful for information retrieval tasks. We present probability m&tenodeling and

term modeling methods to integrate topic models into language modelingwcaikn

for information retrieval. A variety of topic modeling techniques, inclgdnanually-

built query models, term similarity measures and latent mixture Isyodspecially
Latent Dirichlet Allocation (LDA), a formal generative latemtixture model of
documents, have been proposed or introduced into IR tasks. We investigated and
evaluated them on several TREC collections within presented frarkg&wand show

that significant improvements over previous work can be obtained. Rfgmidlems

such as efficiency and scaling considerations are discussed and abfopatéferent

topic models. Other recent topic modeling techniques are also discussed.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

The goal of Information Retrieval (IR) systems is to retrieve relevant
information by comparing query and document texts. From the computer’s point of
view, these texts are often represented simply as “bags” of words. Documents are
retrieved using ranking algorithms that involve measuring word overlap. When human
beings retrieve information, they use background knowledge to interpret and understand
the text and effectively “add in” words that may be missing. Ranking algorithms solely
based on matching the literal words that are present will fail to retrieve machane
information.

There has been much research in IR to address the problem of “vocabulary
mismatch”. Manual techniques such as using hand-crafted thesauri and automatic
techniques such as query expansion and clustering all attempt to provide a solution,
with varying degrees of success. All of these techniques can be described as methods
for identifying the “topic” or topics being discussed in a query or document text, and
then using this knowledge of topics to include semantically related words. There are
many possible definitions of a topic, but in this thesis we view a topic as a probability
distribution over words, where the distribution implies semantic coherence. In other
words, high probabilities in the topic probability distribution mean that the words are
semantically related. For example, a topic related to fruit would have high probsbilitie

for the words “fruit”, “apple”, “orange”, and even “juicy”. Note that a topic model does



not specify precisely what the semantic relationship is between the words, but simply
that they are related. The relationships of words can be as simple as the natural
connection between “fruit” and “apple”; they can also be some complicated associations
such as being related in a certain context of other words. It is our hypothesis that an IR
system should be able to automatically build and use topic models to more reliably
improve retrieval effectiveness than has been possible with previous techniques. In this
thesis, we develop and test generative retrieval models (also called languageé models
that incorporate topic modeling concepts, including both manually-built topics and

topics built automatically using recent work in machine learning.

1.2 Existing Topic Models for Improving Retrieval

A number of topic modeling techniques have been studied in previous IR
research:

Manual Thesauri. The earliest method of incorporating topic models in IR was
by using terms from hand-crafted thesauri, which are typical manually-built topic
models. Manual indexing has often been viewed as a gold standard and a thesaurus as a
“correct” way of incorporating new words or phrases, but building a thesaurus is very
labor-intensive and it is very difficult to get people to agree on the semantic
classifications involved. Inconsistencies and ambiguity in the use of these thesauri have
produced poor results when they are used for retrieval experiments. In a manually built
thesaurus, two words are usually regarded as related when their meanings have

something in common; however, two words are actually also related if they are brought



together in the context of a topic or subject of discourse: they are related by their shared
reference (Sparck Jones, 1971).

Term Clustering. Given the difficulties of constructing thesauri manually,
people hoped to obtain topic models more easily and effectively by automatic data-
driven techniques. Many word similarity measures have been developed, including
vector-based similarity coefficients (Qiu and Frei, 1993; Sparck Jones, 1971),
linguistic-based analysis such as using head-modifier relationships to determine
similarity (Grefenstette, 1992), and probabilistic co-occurrence models (véeiggs,
1977; Cao et al., 2005). Post-processing based on the original similarity measure, such
as Markov Chain (Cao et al., 2007) and Generalized Latent Semantic Analysis (GLSA,
Matveeva, 2005) has also been applied to further analyze the semantic associations
between words. These techniques can be used to find “close” terms based on their
metrics and group the terms into clusters/topics, or build a word distribution for each
term based on the similarity between the term and other words. Other one-step
technigues have also been developed to cluster terms such as in a way that the
perplexity is minimized (Brown et al., 1992). Thus, topic models can be easily
generated (e.g., by replacing each term with all the words occurring in the cluster/topic
to which it belongs) to conduct IR tasks. Quite a few interesting retrieval resedts ha
been achieved, but due to inconsistent results and the experimental settings, further
research is still necessary to clearly conclude how these techniques can be used to
improve retrieval performance and how much benefit they can provide, especially on

test collections of realistic size.



Document Clustering. Grouping terms is a straightforward approach to finding
related words for topic models; grouping documents, at the same time, has also been
effectively used to build topic models by either constructing term clusters based on
document clusters (Crouch, 1990) or viewing a document cluster as a topic, and then all
documents in the cluster having the identical topic model (Croft, 1980; Liu and Croft,
2004). Both term similarity and document similarity reflect semantic connections of
words, though they do provide different information. In document clustering, term
similarity is not taken into account; in term clustering, although some algorithms are
grounded on document-based vectors, each document is treated as an independent
element even if some documents are obviously closer than others.

Latent Semantic Analysis. Latent Semantic Analysis or LSA (Deerwester et
al., 1990) is an approach that combines both term- and document clustering. LSA
usually takes a term-document matrix in the vector space representation (Salton and
Mcgill, 1983) as input, and applies singular value decomposition (SVD)-based
dimensionality reduction techniques to the matrix. Thus documents and terms are
mapped to a representation in the latent semantic space, which is based on topics rather
than individual terms and thus much smaller than the original representation space. As
an important and novel topic modeling technique, LSA has been heavily cited in many
areas including IR and inspired many new research directions. It has been applied into
a range of applications and interesting retrieval results on small collectionbdwve
achieved with automatic indexing with LSA (Latent Semantic Indexing, LSI)
(Deerwester et al., 1990; Dumais, 1995). The technique does, however, have some

problems mainly due to its unsatisfactory statistical foundation and computational



complexity. Retrieval effectiveness has never been demonstrated on largeocallecti
One problem with the model is that word observations are not real-valued as in the SVD
process; on the contrary, natural text is a fundamentally discrete phenomenon.

Probabilistic LSA. The probabilistic Latent Semantic Indexing (pLSI) model
introduced by Hoffman (1999) was designed as a discrete counterpart of LSI to provide
a better fit to text data and to overcome some deficiencies of LSI. pLSl is a latent
variable model that models each document as a mixture of topics. Although there are
some problems with the generative semantics of pLSI, Hoffman has shown that pLSI
outperformed both a standard term matching method (based on raw term frequencies)
and Latent Semantic Indexing (LSI) in the Vector Space Model retrieval frakewor
(Hoffman, 1999). However, the data sets used were very small and not representative
of modern IR environments. Specifically, the collections in those experiments only
contained a few thousand document abstracts.

Relevance Feedbackln addition to the above topic modeling techniques that
construct topics off-line, there are some online techniques based on relevance or
pseudo-relevance feedback (Lavrenko and Croft, 2001), which can also address
semantic match to some extent. They can be viewed as topic models in general by
treating each query as a topic, and topics will be built by analyzing retrieved documents
or user feedback, but their motivation is relevance, not semantic relationships of words.
Efficiency is a problem for those online models due to the extra round of retrieval to
acquire the relevance judgments in the use of relevance feedback model. In our thesis

we focus on off-line topic models, i.e., topic models built before hand according to the



collection and independent of specific queries. We will compare off-line topic models

with relevance feedback models in our study.

1.3 Integrating Topic Models

With the topic models derived from previous methods, texts are reformulated
(i.e. usually expanded) to improve the retrieval effectiveness. Both query and document
reformulation processes have been investigated. Query reformulation has been
extensively studied for its generally good retrieval results, but it has to be done online,
and the expanded queries which result in submitting more terms to the system also
negatively affects query response time. Document reformulation is transparemsto use
and more efficient in terms of query response time, although offline processing of the
entire collection can be time-consuming and memory-expensive. Through the
development of hardware, document expansion has become popular in recent years (Liu
and Croft, 2004; Cao et al., 2005). We are more interested in document reformulation
for its online efficiency and the space of improvements.

In 1998, Ponte and Croft presented a statistically-principled approach based on a
generative model for IR - the language model for IR. It has been confirmed by a
number of groups to be a theoretically attractive and potentially effective probabilist
framework for studying information retrieval problems, and then has quickly become
one of the most popular frameworks for IR (Croft and Lafferty, 2003; Ponte and Croft,
1998). The language modeling framework has opened up new ways of thinking about

the retrieval process, as well as new conceptual views of topic models in informati



retrieval. This thesis will focus on exploring the usage and effectiveness of topic
models, especially probabilistic topic models, in this new probabilistic framework
Recently, some simple topic models have been examined to do document
reformulation in the language modeling framework and their effectiveness has
preliminarily been shown. Liu and Croft (2004) demonstrated that the mixture of
unigrams model, also known as the cluster model (McCallum, 1999), can achieve
significant and consistent improvements over document-based retrieval models across
several TREC collections. Cao et al. (2005) utilized the probabilistic co-ocaairrenc
model that catches the co-occurrence of two words within a fixed distance, in
conjunction with a predefined thesaurus, to build topic models. Significant
improvements on a couple of TREC collections were reported. As simple topic models,
the mixture of unigrams model generates a whole document from one topic under the
assumption that each document is related to exactly one topic, and the probabilistic co-
occurrence model always associates all observations of a distinct term with only one
topic assuming that all the identical term tokens belong to only one topic. These
assumptions may, however, be too simple to effectively model a large collection of

documents.

1.4 Research Summary

According to the construction processes, topic models can be manually built or
automatic ones which are data driven; according to the unit in the text associating
processes, topic models can be term-term associating models or term groupi@gsociat

models:



® Term-term associating models have been developed to model associations between
two single terms. In term-term associating models each term, which is recbgnize
by its spelling, is a unit (in the works that phrases are considered, such as (Jing and
Croft, 1994) we view a phrase as one term). The assumption behind term-term
associating models is that the term is the basic unit of language and one term has
only one meaning. This is not a perfect assumption for natural language but it
catches the character of language that people tend to use one term to indicate
same/similar/related meanings, and simplifies the modeling process.
® Term group associating models are to model associations between two groups of
terms, such as passages of text or documents. This avoids the assumption that one
term has only one meaning. The spelling of the term is not the basic unit here;
instead, many occurrences of the same term may have different meanings, thus
different associations. Although the restricted assumption for term-term
associating models has been relaxed, new assumptions are usually added to the
modeling process of term group associating models, such as in document clustering
all occurrences of term tokens in one document are assumed to belong to one unit.
Thus we have four types of topic models: manual term-term association, manual
term group association, automatic term-term association, and automatic term group
association. Because there are not many variations for manual methods and there has
already been much research, such as the manual term-term associations that were
investigated in Cao et al. (2005) within the language modeling framework, in this thesis
we put manual term-term association and manual term group association in one

category and will study manual term group association. Automatic term-term



association will be studied from the perspective of the term similarity negaswt
automatic term group association will be studied with the latent mixture model, which
is the dominant method to model term group associations offline. Now we have three
types of topic models and we carry out our study based on this categorization.
() Manually-built topic models
Manually-built topic models are constructed by human understanding of
language, which is based on pre-defined knowledge and rules. We investigate
retrieval performance with topic models constructed manually based on a hand-
crafted directory resource. The original query is smoothed on the manually
selected topic model, which can also be viewed as an “ideal” user context
model. Because the manually-built topic models produce better retrieval
performance on a subset of the queries, selective query expansion is applied to
improve the overall performance. This work was also published in (Wei and
Croft, 2007-RIAO).
Manual processing can usually provide precise and useful information with
relatively less noise, but an automatic method is expected to be more effective
for many problems related with manual processing (Sparck Jones, 1971), such
as incomplete topics due to the labor-intensiveness and lack of experts.
Therefore, many automatic topic modeling methods have been developed.
(I Term similarity measure — automatic term-term association.
Modeling term similarity, also called “term relationships” or “word

associations” in the literature, is to obtain the closeness of one term to another.



(1)

It is an automatic version of hand-crafted thesauri to catch the association
implied in the basic unit of language — the word.

In this thesis we study how to utilize term association measures to do document
modeling, and what types of measures are effective in document language
models. We also present a probabilistic term association measure, compare it to
some traditional methods, such as the similarity co-efficient and window-based
methods, in the language modeling (LM) framework. This work was also
published in (Wei and Croft, 2007-ECIR).

Latent mixture model — automatic term group association.

Because of the success of statistical approaches to representing text, laformat
Retrieval has the potential of benefiting from recent advances in the fields of
statistical modeling and machine learning. Research in these fields has led to
new mathematical models that effectively discover latent “topics” in |larde t
collections. Associations of text are not only dependent on the term itself as the
term-term association describes, but also related with its context; thits late
mixture models have been used to model term group association by representing
text as a mixture of latent topics, such as in the cluster model, where document
(instead of term) associations are considered. One of these models, Latent
Dirichlet Allocation or LDA (Blei et al, 2003), has quickly become one of the
most popular probabilistic text modeling techniques in machine learning and has
inspired a series of research papers (e.g., Girolami and Kaban, 2005; Teh et al.,
2004). LDA has been shown to be effective in some text-related tasks such as

document classification, but the feasibility and effectiveness of using LDA in IR
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tasks remains unknown. Possessing fully generative semantics, LDA overcomes
the drawbacks of previous topic models such as probabilistic Latent Semantic
Indexing (pLSI). Language modeling, which is one of the most popular
statistically principled approaches to IR, is also a generative model for IR (Ponte
Croft and Lafferty, 2003; Ponte and Croft, 1998), motivating us to examine
LDA-style topic models in the language modeling framework. This work was

also published in (Wei and Croft, 2006)

Given the encouraging results with topic models in previous work and the
potential advantages of new topic models, we want to examine how the new topic
models of the three types, especially the latent mixture models such as LDA can be
used for information retrieval.

Compared to other models like the popular unigram-based language model
approaches which are defined on individual terms, topic models offer a new and
interesting means to model documents. However, in most topic models such as LDA, a
topic represents a combination of words; and it may not be as precise a representation as
words in other models. Therefore the topic model itself (commonly used with a
relatively limited number of topics) may be too coarse to be used as the sole
representation for IR. Indeed, our preliminary experiments show that directly
employing the LDA model or some other topic models hurts retrieval performance. We
propose two frameworks to incorporate topic models into the language modeling
framework.

(a) Probability mixture model

11



A probability mixture model is a probability distribution that is a convex
combination of other probability distributions. It can be understood as a linear
smoothing with topic background and has been widely used in previous IR
research.
(b) Term models
Since most topic models associate each word token with a topic, it is natural to
connect a topic “feature” with each token. Even if a topic model does not have an
explicit connection for each token (for instance, in type (I) topic models we build a
manual topic model for each query based on all the query terms), the mapping
performed by text modification implicitly defines connections. Topic models then
give each word in a document a new feature, such as that, in term clustering, a
word belongs to a cluster or a combination of clusters (soft clustering), and in the
LDA model, each word is generated from a tapiBased on the fact that the
“topic” feature is connected with word sequences word by word, the models to
integrate topics are also designed to work in this fashion of “word by word”, which
are term models associated with each term token. We present a term model with
back-off smoothing (TBS) as an example of term models to incorporate topics,
which works as a back-off smoothing.
Within the above two frameworks of using topic models for IR, we study the
three types of topic models, introduce or propose new ones for each type, investigate
the query and document reformulation processes, evaluate their retrieval effesgijve

and discuss efficiency issues.
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1.5 Research Contributions

The contributions that this thesis makes to the field of information retrieval are

as follows:

The first study of generative topic models used for representation in
information retrieval. We investigate a range of topic models, especially
generative topic models, in different manners of text representation in the
language modeling framework. Retrieval effectiveness is evaluated and
compared.

The first evaluation of LDA-style topic models with very large text
collections. We evaluate LDA and other state-of-the-art LDA-style topic
models on several representative TREC collections of reasonable size.
The first study of the computational efficiency issues with using LDA-style
models for retrieval on very large text collections. Efficiency is a problem
for many automatic topic models due to the expensive computation related
with large text collections. We study the computation complexity of LDA-
style topic models, and control the complexity with approximate parameter
settings in the LDA training process.

The first synthesis study and evaluation of older topic modeling techniques
such as manually-built thesauri and term association on large scale
collections. We propose a term associating method and compare its
effectiveness with traditional similarity measures on TREC collections.

A cost-benefit comparison of simpler topic-modeling techniques like term-

term association with LDA-based techniques. Effectiveness and
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computation complexity are discussed and compared for different styles of

topic models.

1.6 Outline of Thesis

The remainder of this thesis is organized in the following manner. In Chapter 2,
we discuss related work of topic models used in Information Retrieval, including
manually-built topic models, term-term associations and latent mixture modelasuc
pLSI and the cluster model. We present the probability mixture model and the term
model with back-off smoothing to integrate topics in language modeling framework for
IR in Chapter 3, and evaluate them with each type of topic models in the following
Chapters. In Chapter 4 we study retrieval effectiveness with manually-built topic
models, and propose to do selective query expansion after result analysis. In Chapter 5
we present a term association method based on joint probability and test its
effectiveness together with other term-term association measures. WegateesDA
on retrieval tasks in Chapter 6, with an analysis of its feasibility and comparigon wit
term association methods. In Chapter 7 several recent topic models are evallmted suc
as the special words with background model (SWB, Chemudugunta et al., 2006),
pachinko allocation model (PAM, Li & McCallum, 2006) and the topnegftam model
(TNG, Wang and McCallum, 2005). In Chapter 8 we conclude our work and present

future directions.
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CHAPTER 2
RELATED WORK
In this chapter we review the research related to this thesis. We discuss
manually-built topic models in Section 2.1, term-term associations in Section 2.2, term
group associations, including LSA, latent mixture modeling and relevance modeling in

Section 2.3, and integration of topic models in Section 2.4.

2.1 Manually-Built Topic Models

Manual processing is one of the earliest topic modeling techniques used in IR.
Since the beginning of IR research, people have been trying to manually add in related
words to expand the matching of literal terms.

There are various types of manually-built topic models: hand-crafted thesauri
are manually-built term clusters, which are term-term associating méuedirectory
service offered by many web sites is a term group associating model that manually
categorizes documents; user feedback can also be viewed as manually-built topic
models which categorizes documents by users. The manual approach still attracts
considerable interest from the IR community, and open resources like WordNet and the
Open Directory projeE(ODP) have been studied extensively (Cao et al., 2005; Liu et
al., 2004; Mandala et al., 1998). Most research, however, has focused on query
expansion, and manually-built topic models have not consistently improved retrieval

performance.

! http://mwww.dmoz.com/
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In our study, we are more interested in document reformulation with off-line
topic models. Within the language modeling framework, Cao et al. (2005) reformulate
document models using term associations extracted both from a manually built
thesaurus (WordNet) and from a co-occurrence based automatic technique, which
considers term co-occurrence in a non-overlapping window. They achieve significant
improvements over a baseline query likelihood system on some TREC collections. The
improvements with WordNet only are not significant.

Manually-built topic models benefit from the precision of manual processing,
but require a lot of human labor from linguists or experts. In addition to the problem of
labor intensiveness, it is very difficult to get people to agree on the semantic
classifications involved. Inconsistencies and ambiguity in the use of these thesauri have
produced poor results when they are used for retrieval experiments. Also, it is atfact tha
human beings tend to stick to obvious principles of classification (Sparck Jones, 1971).
They are likely to group words by their direct connections in meaning when working on
semantic associations. Thus, in manually built term clusters, two words are usually
regarded as related when their meanings have something in common; however, two
words are actually also related if they are brought together in the context of a topic or
subject of discourse: they are related by their shared reference (Sparck Jones, 1971). In
(Sparck Jone, 1971) a nice example was given: “boundary”, “layer” and “flow” look
dissimilar, but they are related in the context of aerodynamics.

Therefore, an automatic, instead of the manual mode, is expected to be more

effective for topic modeling.
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2.2 Term Association

Most automatic approaches to modeling semantic associations of text are based
on term co-occurrence or grammatical analysis. Grammatical analysis prestges
specific knowledge about term relationships, but it is not as robust as using term co-
occurrence (Manning et al., 2007). Accurate but limited knowledge that provides few
related terms is unlikely to substantially improve the retrieval output. Term co-
occurrence has been widely used in semantic association studies based on the intuition
that co-occurring words are more likely to be similar. In term associating moatels te
similarity is measured with the co-efficient of two term-document vectorghwhas
widely used in earlier work such as term clustering (Sparck Jones,\&8YRjjsbergen,
1979; Qiu and Frei, 1993). In term group associating models document similarity is
measured with the co-efficient of two document-term vectors for document aigsteri
(Liu and Croft, 2004). In this thesis we focus on co-occurrence based techniques, and
in this section term associations will be discussed.

Similarity coefficient. One of the traditional types of automatic term
associating methods is based on similarity coefficients between two ternmtingSta
with a basic term-document matrix, similarity coefficients can be obtaine@d&etw
pairs of distinct terms based on co-occurrence of terms in the documents of the

collection. Lettingd, represent the weight or value of tetmn documentD, and
d, represent the weight or value of tetmin documentD, , a typical similarity

measure between tertnandt; is given by

SIM(t;,t,) = > d, 8, (2-1)
k=1
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wheren documents are taken into account (Salton, 1989). Sparck Jones (1971)
described a few coefficients as similarity measures in term clustrthgeported a
large number of experiments using automatically built term clusters. She found that, in
general, one obtains a better retrieval performance with the aid of term clhaters
with the terms alone. Unfortunately, the evidence has not been conclusive (van
Rijsbergen, 1979). The work by Minker et al. (1972) did not confirm the findings of
Sparck Jones, and in fact they have shown that in some cases keyword clusters can be
detrimental to retrieval effectiveness. Salton (1973), in a review of the work of Minke
et al. (1972), has questioned their experimental design which leaves the question of the
effectiveness of term clusters still to be resolved by further research (gaergen,
1979). In 1993, Qiu and Frei computed similarity coefficients in the VSM retrieval
framework but they did not form strict clusters; instead, they directly used the
coefficient in their computation to expand queries. A notable improvement in retrieval
effectiveness was reported in their experiments.

Conditional probability. Another important group of word similarity measures
is based on estimating the conditional probability of a term given another term. Van
Rijsbergen (1979) and Gao et al. (2005) compute the conditional probability by samples
of co-occurrence. A non-overlapping window is applied to measure the co-occurrence
in (Gao et al., 2005) and a sliding-window method (Hyperspace Analogue to Language,
HAL) is described in (Burgess et al., 1998). A typical computation of the probability

(the strength of term relationship/similarity) is as follows:

P(t;.t) = f(t.t,)/ > f(t.t) (2-2)
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where f (t;,t;) is the frequency of co-occurrencestofindt;, such as in a window.

This group of statistically principled methods nid&yhe language modeling framework
better than the vector-based methods, since tlgeid@ye modeling approach is also a
statistically principled method. Cao et al. (208&prmulate documents within the
language modeling framework using term associatomiscted both from a manually
built thesaurus (WordNet) and from an automatibmégue based on term co-
occurrence in a non-overlapping window. They adhigignificant improvements over
a baseline query likelihood system on some TRE@cibns, and obtain better results
by further processing the original term-term asstomns with Markov chains (Cao et al.,
2007). The window-based approach, however, alweaysires an appropriate setting
for the window size, and the improvements usiny dm¢ automatic model are not as
impressive.

After term associations are constructed by thedbads, some post-processing
techniques can be applied to further improve tlse@ations such as in (Cao et al.,
2007) and in GLSA (Matveeva, 2005), or to makerdseailts compatible with systems
by clustering such as in (Sparck Jones, 1971).

Simple term-term association has significant advges over term group
association considering the offline efficiency otdment reformulation. Although a
number of studies of the use of term associatiodscausters to improve retrieval
performance have been conducted, further resesstiilinecessary due to mixed
previous results and recent advances in the fedfldgatistical modeling and
information retrieval. The lately developed langeianodeling approach with a solid

theoretical setting is an effective framework ftudying IR problems, and has been
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widely used in many recent studies in IR. We re@ra term associating techniques in
the new framework and compare them with more carafdid topic modeling

techniques such as LDA.

2.3 Term Group Association

2.3.1 Latent Semantic Analysis

Latent Semantic Analysis or LSA (Deerwester etl&190) makes use of
dimensionality reduction techniques to capture sgimaelations among words and
documents. LSA usually takes a term-document mXtim the vector space
representation (Salton and Mcgill, 1983) as inpay applies singular value
decomposition (SVD)-based dimensionality reductexhniques to the matriX=TSD,
whereT andD have orthogonal columns aBds diagonal. The small diagonal
elements in th&will be ignored as “noise”, and the new malixT'S’D’ is after
truncating the corresponding “noise” factoxs.can be used to repla¥eas an
alternative perhaps better representation forenedti Documents and terms are
mapped to a representatiofiXin the latent semantic space, which is baseapicg
rather than individual terms and thus much smdfian the original representation
space.

As an important and novel topic modeling technidu®)\ has been heavily
cited in many areas including IR and inspired maew research directions. It has
been applied into a range of applications and estarg retrieval results on small
collections have been achieved with automatic imdpwith LSA (Latent Semantic

Indexing, LSI) (Deerwester et al., 1990; Dumai®3)9 The technique does, however,
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have some problems mainly due to its unsatisfactatystical foundation and
computational complexity. Word observations int tewdeling are not real-valued as
in the SVD process; on the contrary, natural tex fundamentally discrete
phenomenon. Retrieval effectiveness is not con@lysbetter and has never been
demonstrated on large collections. Dumais (199%)tp out that the lack of specificity

is a problem of using LSA in retrieval.
2.3.2 Latent Mixture Model

2.3.2.1 Cluster-Based Retrieval

The cluster model, also known as the mixture oftaans model, has been well
examined in IR research. In the cluster modes, assumed that all documents fall into
a finite set oK clusters (topics). Documents in each clusterudis@ particular topit,
and each topiz is associated with a multinomial distributiB{w|2) over the

vocabulary. The process of generating a docuhént...w,, ) in the cluster model is

as follows:

1) Pick a topicz from a multinomial distribution with parameter
2) Fori=1..N,, pick wordw, from topicz with probabilityP(w, |z).

The overall likelihood of observing the documdritom the cluster model is:
K Nd

P(w,.. W, ) = ZP(Z)” P(w, |2) (2-3)
z=1 1=

One of the parameter estimation methods for theur@of unigrams model is
to cluster documents in the collection ifaroups and then use a maximum likelihood

estimate a topic modél(w|z)for each cluster. Liu and Croft (2004) adopted th
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method with a K-means clustering algorithm. Thegorporated the cluster
information into language models as smoothing. hwhe new document model they
conducted experiments on several TREC collectiomding that cluster-based retrieval
performs consistently better across collectiongnificant improvements over
document-based retrieval were obtained.

The cluster model possesses fully generative sersabut the assumption that
each string (document) is generated from a sirggles tis limiting and may become

problematic for long documents and large collecion

2.3.2.2 Probabilistic Latent Semantic Indexing (pLSI)

The probabilistic Latent Semantic Indexing modéijala was introduced by
Hoffman (2003) quickly gained acceptance in a nunatbéext modeling applications.
pLSI, also called an aspect model, is a latentaéeimodel for general co-occurrence
data which associates an unobserved class (tami@ble with each observation (i.e.,
with each occurrence of a word). The roots of pg&back to Latent Semantic
Indexing/Analysis (Deerwester et al, 1990). pLSkwlesigned as a discrete
counterpart of LSI to provide a better fit to teleta. It can also be regarded as an
attempt to relax the assumption made in the mixtfitenigrams model that each
document is generated from a single topic. pLSll@®each document as a mixture of
topics. The following process generates documiarttsee pLSI model:

1) Pick a topic mixture distributioR(.|d) for each documer,

2) Pick a latent topiz with probabilityP(z|d) for each word token,

3) Generate the word token w with probabilR{w|2).
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The probability of generating a documeints a bag of words,...w,, (N, is

the number of words of documet is:

P(W,.. W, ) = ndip(wi 12)P(z|d) (2-4)

=1 771

Hoffman (1999) applied pLSI to retrieval taskshe tVector Space Model
framework, albeit on small collections. He exm@dipLSI both as a unigram model to
smooth the empirical word distributions and asterntaspace model to provide a low-
dimensional document/query representation. Sicpnifily better retrieval performance
over the standard term matching method based ommthéerm frequencies and Latent
Semantic Indexing (LSI) was reported on all foullexiions, which contained 1033,
1400, 3204, and 1460 document abstracts respgctiVéle smoothing parameter was
optimized by hand for each collection.

Although large improvements were reported, theectibn sizes and the
document lengths in the collections are far fropresentative of realistic IR
environments, making the effectiveness of the me<af-topics model on IR tasks still
unclear. In addition, the baseline retrieval modas far from state-of-the-art. The
pLSI model itself has a problem in that its geneeasemantics are not well-defined
(Blei et al, 2003); thus there is no natural waypitedict a previously unseen document,
and the number of parameters of pLSI grows lineartis the number of training

documents, which makes the model susceptible tditiirey.

2.3.3 Relevance Model.
As we described in Section 2.1.1, user feedbackeanewed as manually-built

topic models, but methods based on pseudo-relefardback are automatic term
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group association techniques. The relevance nmdsknted by Lavrenko and Croft
(2001) is a representative technique and has exdtgierformance.

The key to relevance model retrieval is estimatirgrelevance model. Each
document is then scored for retrieval by the distaof its model to the relevance
model. Conceptually, the relevance model is argegmn of an information need or,
alternatively, a description of the topic area agged with the information need. From
the query modification point of view, the relevamaedel is the modified query that has
a probability (weight) for every term in the vocédny (Lavrenko, 2001). It is estimated
from the query alone, with no training data, asegghted average of document models,

with the estimates d?(D|Q) serving as mixing weights:

P(w|Q) =2 P(w|D)P(D|Q) (2-5)

whereP(D|Q) is estimated by Bayes Rule:

P(D|Q) UP(Q|D)P(D) (2-6)

SinceP(Q) does not depend d», the above proportionality holds. With uniformas,
P(D), the posterior probabiliti?(D|Q) amounts to a normalization since we require
P(D|Q) to sum to 1 over all documentB(w|D) andP(Q|D) are from language model
and query likelihood retrieval. Then, each docunrescored by the KL-divergence of
its model to the relevance model.

Relevance modeling provides a formal method footiporating query
modification into the language modeling framewakd this approach has achieved
good performance in previous experiments (Lavre@R01). It is an online technique
based on pseudo-feedback and can also addresstsemaith to some extent. It can

be viewed as topic models in general by treatirudy @aery as a topic, and topics will
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be built by analyzing retrieved documents, butrtizgivation here is relevance, not
semantic relationships of words. Efficiency is alpgem to online models for the extra
round of processing. In this thesis we focus orlin# topic models, i.e., topic models
built before hand according to the collection amiependent of specific queries, but we

will compare the off-line topic models with relexamodels in our study.

2.4 Integrating Topic Models

2.4.1 Query Reformulation vs. Document Reformulation

Topic models have been used to improve retriefattveness by
reformulating queries or documents. Usually thgioal text is replaced or expanded
with its corresponding topics. Some reformulatidosnot have the clear process of
replacing or expansion, but instead the reformaomegirocess is implicit, such as in the
spreading activation techniques (Salton and Bugkleg8; Croft et al., 1989; Croft and
Thompson, 1987), in which the expansion is actuadlyuired during the process of
following links between nodes that represent teomdocuments.

Query reformulation has been extensively studigti wiany topic models in
various IR frameworks (Fang and Zhai, 2006; Qiu &red, 1993; Jing and Croft, 1994;
Xu and Croft, 1996; Lavrenko and Croft, 2001). Tedl-known pseudo-relevance
feedback process, which expands the initial quenakulary by adding terms
contained in previously retrieved documents, is @inbe best query expansion
techniques in terms of retrieval performance (Lakoeand Croft, 2001). Most query
reformulation models do term group associatioririd ferms related to the entire query,

which contains more information than individual werand thus may produce better
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results (Qiu and Frei, 1993; Jing and Croft, 19%$me query reformulation
techniques based on term-term associations su@uaast al., 2005) do post-processing
to generate associations with the entire querysélggiery-based expansion processes
have to be done online, in that they require aragxtocessing or even a search in the
whole collection (for relevance feedback) for egakry, which negatively affects
guery response time. Also, the efficiency of arsjRtem depends heavily on the
number of terms of the query submitted to the systpiery expansion therefore has its
disadvantages in spite of the generally good nedtigesults.

Document reformulation can be done offline withquery inputs, thus being
transparent to users and more efficient in terntguefy response time. Offline
processing, however, can be time-consuming and meexpensive because it needs
to process the associations of every term in eslecyment of the entire collection,
which is one of the reasons that document expangasnot popular until recent years.
In this thesis, we are more interested in documefotmulation for its online efficiency

and space of improvements.

2.4.2 Combination

Combining the original text with topic models dexivfrom it is a popular
method used to reformulate document models foiinBesthe topic models themselves
are usually not as precise as the original wordsdivieval tasks. There are several
possible frameworks to do the combination:

Hidden Markov Model. Miller et al. (1999) presented a Hidden Markov

Model (HMM) Information Retrieval system. They &athe observed data to be the
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guery Q, and posit a separate state for each efalemechanisms of query word
generation, for example, stagefor choosing a word from the original document and
states, for generating a word from the topics of the doeam There is a process for
each individual document that generates the quergdswone by one. Under the
assumption that the transition probabilities ackependent of the previous state for this
framework, the probability of a query being prodiity a document in an example

system with two states will be

P(QIDk is R) :Z(alp(qlsl) +a2P(Q|52)) (2'7)

9o

To estimate parameters, they assume that theticanprobabilities are the
same for all documents, and they use maximum hkelil estimation for the output
distributions. Then the transition probabilitesanda, will be estimated by
Expectation Maximization (EM) algorithm with sonraihing examples. This
framework can be simplified to a linear combinatihich has been widely used to
combine several generative mechanisms for IR, ananhpeter/weight estimation is the
key problem in the combination process.

Parametric mixture model. Zhai and Lafferty (2002) applied a parametric
mixture model to do the combination, which is admear combination and is
inherited by many other works such as Cao et @032 They used EM to maximize
the probability of generating a query, but for egakry a new estimation is needed,
which affects the online efficiency of the systeithaut significant performance gain.

Smoothing. Liu and Croft (2004) integrate topic models in to®e mechanism

as a smoothing background.
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N N
P(w|D) = N i,u P(w|D)+@- N i,u)MPML (w|clusten (2-8)
d d

+(1-1)R, (w]|coll)]

wherePy. represents the model estimated by maximum likethestimation.N is the

number of word tokens in documeht The cluster model is first smoothed with the
collection model by a linear smoothing with weighaind the document model is then
smoothed using the smoothed cluster model by @&t smoothing with priog.
Parameters are estimated by maximizing retrieatg¥eness, which is measured by
mean average precision (MAP), on one training cttd@, and applied to all other
collections.

All of the above integrating frameworks can be usti®d as linear
combination with different methods to estimate ¢benbination weights. The
parameter estimation in the HMM framework is sirfipdl with strict assumptions and
the metric to be maximized during the training @sxis not straightforward to
retrieval effectiveness; the EM algorithm for theggmetric mixture model has more
flexibility by including more parameters, but alsas the efficiency problem at the
same time; the smoothing integration maximize egti effectiveness directly, but how
to formulate the smoothing model is totally by exgece, and in our experiments

Equation (2-8) does not achieve the best performanc
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CHAPTER 3

INTEGRATING TOPIC MODELS INTO RETRIEVAL FRAMEWORK

3.1 Introduction

In this chapter we describe the methods of usipg tmodels in IR framework
to improve retrieval effectiveness. The languageéeliag approach (Croft and
Lafferty, 2003; Ponte and Croft, 1998; Song andfiiCi®99) was adopted as the IR
framework for the following reasons: (1) It is atstically-principled framework based
on a generative model; many of the topic modelstudy in this thesis, especially the
state-of-the-art ones, are also generative modg)slt has been confirmed by a number
of groups to be a theoretically attractive and ptdly effective probabilistic
framework for studying information retrieval probigPonte and Croft, 1998; Berger
and Lafferty, 1999). The language modeling framéwas opened up new ways of
thinking about the retrieval process, as well ag cenceptual views of topic models in
information retrieval. Its solid theoretical setfiand promising experimental results
provide and motivate new directions of the congtomcand integration process of new
concepts. (3) It is one of the most popular framwdor IR, so it is easier to compare
with results from the same framework. (4) We hasealsome preliminary experiments
within other frameworks, such as the Vector Spaodeating framework, and no
improvements over the language modeling framewasielbeen shown. (5) It is very
effective so provides a state-of-the-art startiognp

The basic approach for IR in the language moddtamework is the query-

likelihood method with a multinomial unigram documenodel, which is usually
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estimated by maximum likelihood estimation and sthed on the entire collection.

The multinomial document model is defined on indial terms. Topic models, which
represent texts with topics, offer a new and irgting means to model documents.
However, since in topic models documents are reptes with topics, which is usually
a probabilistic combination of words, it may notdseprecise a representation as words
in other models. Therefore the topic model itéatimmonly used with a relatively
limited number of topics) may be too coarse to $eduas the sole representation for IR.
Indeed, our preliminary experiments show that diyeemploying the LDA model or
some other topic models to represent documents hetrieval performance.

A probability mixture model and a term model witdck-off smoothing are
presented to integrate topic models in this Chapter are more interested in document
modeling, so these two frameworks will be usedeformulate document models with
topics. But for manually-built topic models, itirfeasible to build topic models
manually for each documents, thus we also exploegygreformulation with a

probability mixture model to combine the originaiegy and topic models in Chapter 4.

3.2 Document Modeling: Probability Mixture Model (PMM)

A probability mixture model is a probability didirition that is a convex
combination of other probability distributions. Tbembination format has been widely
used in IR to integrate various probabilistic meder query representation or
document representation. Suppose Ehista mixture oh probability distributions?;,

then

P(x) = Zn:/\i P.(x) (3-1)
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where 0<1;< 1 andzn:,ii =1.
i=1

To estimate the mixture weights, as we described in Chapter 2, in previous

works of mixture models for IR Miller et al. (1998pplied a Hidden Markov Model
(HMM) framework; Zhai and Lafferty (2002) and Caoaé (2005) used Expectation
Maximization (EM) on the mixture model; Liu and @r(2004) integrate topic models
as background smoothing.

With EM, the parameter estimation process is oniiee, for each query an EM
estimation will be run, which makes retrieval leffscient. In the HMM framework, a
reasonable amount of relevant documents are needstimate the parameters, which
may not be available for some realistic tasks. Atsaximizing the likelihood of
observation is not as straightforward as maximizetgeval effectiveness directly.
Considering both efficiency and effectiveness basegrevious experience, we
maximize Mean Average Precision (MAP), insteadrabgbilities, on one collection
for training, and use the parameters on all otb#ections. MAP is used as the
optimization criterion here because it is our fieahluation metric. This procedure is
similar as the parameter estimation process iraba Croft (2004) and Metzler and
Croft (2005). It is simple, straightforward, eféat, and as effectiveness as those more

complicated ones.
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3.3 Term Model with Back-off Smoothing (TBS)

3.3.1 Term Models and Document Models

The basic approach to using language models fois IBe query likelihood
method where each document is scored by the lik@tihof its model generating a
queryQ,

P(Q|D) = I_l P(q[D) (3-2)

whereD is a document modeQ is the query and is a query term iQ. P(Q|D) is the

likelihood of the document model generating therguerms under the “bag-of-words

assumption that terms are independent given thandewts. P(q, | D) is specified by

the document model with Dirichlet smoothing (Zhadd afferty, 2001),

P(W|D) =4 P, (w[D)+ (-

3-3
N, +2 N +#)PML(W|COII) (3-3)

where Py (w|D) is the maximum likelihood estimate of wowdin the documenD,

Pui(wlcoll) is the maximum likelihood estimate of word w netentire collection! is
the Dirichlet prior, and\, is the number of word tokens in document

Document modeling (estimatirR(w|D)) is crucial to retrieval. Traditional
language modeling techniques for document-retrigsahblly regard a document as a
whole, since the entire document is one unit ircessing, i.e., retrieval. For instance,
in the inference of Dirichlet smoothing, a priogisen to the whole document model,
and the observation is the full word sequence efdihcument. However, with topic
models each term token in a document will havevafeature, which is the topic

associated with the token. In term clusteringgrentbelongs to one or more
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clusters/topics; in the LDA model, each term ocence is generated from a togic
Based on the fact that the semantic “topic” featsi@nnected with term sequences
word by word (token by token), the models to inggrtopics are also constructed to
work in this fashion of “word by word”, as follows:

For each term tokenin a documend, we define a term modé¥l,. The word
distribution of this modeR(w|M,), represents the probability of generating an

arbitrary wordw from the term model. And the word distributiontloé document

model will be
P(w|d)=>"" P(w|M,,d)P(M, |d) =" P(w|M,)P(M, |d) (3-4)

For computation convenience we choose to use umiébstribution for

P(M, | d), then Equation (3-4) will be
1 a
P(w|d) = N_dZthlp‘W' M,) (3-5)

With term modeling, the semantic “topic” feature@nected with word
sequences one token by one token, which provides rihexibility of integrating topic
features. Potentially, tokens of the same worohi@ document can have different
meanings, such as in the same document two “appéaisefer to different meanings —
one may be a fruit and the other may be a compukerterm modeling framework is
able to handle the difference between word tokgrsuilding a model for each token,
which also provides many possibilities of includegariety of other new features and
thus makes term modeling a promising frameworkthénfuture, semantic and

syntactic features can both be integrated in #rim tmodeling framework.
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3.3.2 Term Model with Back-off Smoothing (TBS)
To integrate topics into term models, we applykbaif smoothing, which is
often used im-gram language models (Katz, 1987). The probahilitywordw in the

term model of tokenwill be,

1, if w=t
3-6
F)(W“v't)m{zt(w), it wzt (3-6)
With Equation(3-5) and (3-6),
L D, x10+> Z, (W) b 1
== JMN t2w e 3-7
P(w|D) Ndthp(wuvlt)m N, Nd+Nd;Zt(W) (3-7)

The back-off smoothing in Equation (3-6) is to grae topics. We also need to
smooth the document model on general English as$ deasiment language models do.
In both of PMM and TBS, the duty of smoothing omgeal English can also be taken
by topic models, but instead of constructing amdng the smoothing parameters in

topic models, we apply Dirichlet smoothing on Egua{3-7) and have,

Pw|D) = xDuy H Sy b gy (3-8)

Eq. (3-7) is a non-parameter model. Eq. (3-8)puhiices the Dirichlet
smoothing parametes for convenience. But: has been shown in many experiments
to be a relatively insensitive parameter, whictssally fixed to be 1000 and the best
results are often obtained with this setting. deument models (Equation (3-8))
constructed from TBS we found that the results wdnd slightly better if we lower the

value of u to 500. We fixu =500 for TBS andu =1000 for all other cases in this

thesis without especially tuning it as a parameter.
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3.4 PMMvs. TBS

PMM is a traditional framework in IR to integratéferent factors. It can be
understood as a linear smoothing from IR pointietw TBS is also a promising
framework based on back-off smoothing.

We will illustrate how these two models work and thfference of them with
an example: there is a document “Apple pie, coglkaed this document is associated
with 33%fruit topic and 67%aked foodopic from some topic model. The probability
of the term “fruit” will be very low in the origiralocument model (it is not exact 0
only because of smoothing), and the probabilitthefterm “pie” will be close to 1/3.

In the PMM document model, the probability of teem “fruit” will be

calculated as shown in Figure 3.1.

P(w|D) =AP(w|D,,,) + @—A)P(w|D

orig topic)

P( fruit | D) = AP( fruit |"Apple pie,cookie") + (1- 1) P( fruit |33%" Fruit" topic+ 67%" Baked food" topic)

'

0

33%* P( fruit [ Fruit" topic) + 6 7%* P( fruit |' Bakedfood" topic)

Figure 3.1: The probability mixture document model.

P(fruit | “Fruit” topic) in Figure 3.1 has a high valuedathusP(fruit|D) will be
adaptively smoothed by the above convex combinafibrs effect of combination can
be controlled by the mixture weight The probability of the term “pieP(pie|D) will
be computed in the same way with correspondingritution fromP(pie | “Fruit”
topic) andP(pie | “Baked food” topic). However, different fromettomputation

shown in the above figur@(pie | “Apple pie, cookie”) is not 0.
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In the TBS document model the probability of thertéfruit” will be
proportional to the average Bffruit | apple’s topic)P(fruit | pie’s topic) andP(fruit |
cookie’s topic); the probability of the term “pies’ illustrated as Figure 3.2 shows,
which is proportional to the averageR{pie | apple’s topic), 1 anB(pie | cookie’s
topic):

Document: Apple pie, cookie

P(pie| Apple's topi
(pie| Apples topic) P(pie| cookies topic)

Figure 3.2: The TBS document model.

Both of the probability mixture model and the temdel with back-off
smoothing are frameworks to integrate topics, beirtways to use topics are very
different. TBS is an easy-tuned model, which do&sntroduce any new parameters.
PMM, however, has a new parametethat needs to be finely tuned but also provides
corresponding flexibility.

These two frameworks are used to integrate topidatsan the following
chapters of this thesis, i.e., Chapter 4, 5, 67and Chapter 5 and 6, especially, we run
TBS and PTM with the two most popular types of tapiodels on same data sets to

compare their effectiveness.
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CHAPTER 4

MANUALLY-BUILT TOPIC MODELS

4.1 Introduction

4.1.1 Topic Models and User Context

In topic models, the semantic properties of tegtexpressed in terms of topics
(Steyvers and Griffiths, 2007), which are represerty probability distributions over
words in our study and the distribution implies setic coherence; topics can thus be
used as knowledge background which provides seoadlgtrelated words to expand
the literal matching of words that are preseneit.t The expanded retrieval algorithms
can be applied in various IR applications to conspés for literal word-matching
algorithms in two ways:

(1) providing general information to address thecabulary mismatch”
problem as we described in Chapter 1. The usdR systems often use different
words to describe the concepts in their queries tha authors use to describe the same
or relevant concepts in their documents (Xu, 198Ugh as a user may use “apple” as a
guery and a relevant document may contain “Mclritosity. Both of manual and
automatic topic models have been built to makehigogap through query expansion
and/or document expansion methods (Sparck Jon@s; (8u and Frei, 1993; Xu and
Croft, 1996; Jing and Croft, 1994; Cao et al., 2(D&erwester et al., 1990; Hoffman,
1999; Lavrenko & Croft, 2001).

Hand-crafted thesauri are early examples of maybailt topic models;

directory services, which are based on documeatsatso provide profiles of the
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general connections among words. Given the ditfeesiof constructing topic models
manually, people hoped to obtain topic models nealy and effectively by automatic
data-driven techniques. The effectiveness of aatmnopic models in IR, especially
the ones which are not only based on term-terntioakships (e.g. document
clustering), makes is very interesting to invedegae retrieval performance with
manually-built topic models other than hand-craftessauri.

(2) providing user specific information to integratser context. The goal of
Information Retrieval is to retrieve documents vala to a user’s information need,
and the aim of contextual retrieval is to “combssarch technologies and knowledge
about query and user context into a single framkwoorder to provide the most
‘appropriate’ answer” (Allan, et al., 2002). Irtygical retrieval environment, we are
given a query and a large collection of documéertg. basic IR problem is to retrieve
documents relevant to the query. A query is @littfiormation that we have to
understand a user’s information need and to determa@levance. Typically, a query
contains only a few keywords, which are not alwggsd descriptors of content. Given
this absence of adequate query information, injsartant to consider what other
information sources can be exploited to understaadnformation need, such as
context. User context, which includes user relatéarmation that reflects topical
interests, is an important information source iditon to queries to help in
understanding a user’s information need and tarohete relevance. The query “apple”
that was input by a user who has a computer scigacikground may be different from
the query “apple” that was input by a user whod&sod science background, and

topical context can help differentiating these tyueries. Contextual retrieval is based
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on the hypothesis that context information willghdescribe a user’s needs and
consequently improve retrieval performance.

There is a variety of context information, suclgasry features, user
background, user interests, etc. We focus on esated information that reflects
topical interests, and we refer to this as usetexanwhich is often simply described as
“context” or “user profiles” in other papers. Tharesponding research field has been
called various names such as “personalized IR’er'usodeling”, “user orientation”,
“contextual retrieval”, etc. In some cases, conigxised to refer to short term user
interests with respect to specific queries. Usefilps, however, can also be used for
longer-term, broad topical interests. In this clbapive focus on user models
representing longer-term topical interests thatlmansed to improve specific queries.

User context information has received consideratiention recently, especially
in commercial search engines. User-oriented acalydtudies emerged as early as the
1970’s (Belkin and Robertson, 1976; Pejtersen, 18¥fversen, 1992), but it wasn’t
until the mid-80’s that practical “real world” sgshs were studied (Belkin and Croft,
1987). User oriented approaches and user contiexiriation have received more
attention recently, including in commercial seagdlgines. For example, Watson
(Budzik et al., 2001; Leake et al., 1999) predicisr needs and offers relevant
information by monitoring the user’s actions angtoang content from different
applications, such as Internet Explorer and Micitodtord. The “Stuff I've Seen”
system (Dumais et al., 2003) indexes the conteart bg a user and provides contextual
information for web searches. Google also featperdonal history features in its “My

Search History” service Beta version.
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Despite the recent focus on this problem, it i stit clear what the benefits of

user context are, especially with test collectiohsealistic size.

4.1.2 Manually-Built Topic Models

Topic models can help the retrieval process byidiog additional information
to present words, which can be either general kadgé like word meaning/common
sense (as the connection between “apple” and “Mshi) or user oriented information.
Although a number of studies have been conducteatiese two aspects for topic
models as we described in Chapter 2 and Sectioh, 4hE effectiveness of manually-
built topic models is still not clear, especially collections of realistic size. Most
recent research on topic models has focused omatitotechniques. To give a
broader picture of the potential effectivenessheke approaches, in this chapter we
investigate the use of manually-built topic modeis.eal-world IR applications
building topic models by hand is often infeasibledo its prohibitive price. Even the
simplistic manual topic representation — hand-exhthesauri are limited by the
construction and maintenance price. However, thidhg popularization of Internet in
recent years, topicalized information like the dioey service offered by many web
sites, has become a significant information resmwith reasonable quality, which
makes it easier to build topic models manually alsd makes it interesting to see how
much improvements we can get from this informatiiso, manual processing is
flexible and capable of generating appropriatedopodels including both general

knowledge and user context. So the results carfibboéh research directions:
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® From the point of view of general topic models, siecess of
automatically-built topic models (usually built tme experimental
collections) makes it interesting to see the pemnforce gain with manual
methods. Some semi-manual methods have been applweevious
research based on hand-crafted thesauri (e.g., ktvah,1994; Cao et al.,
2005), which can be viewed as a simplistic toppresentation. In this
chapter we will use manually-constructed direcweyvice, which is a
popular topic representation and assign topicsitiirees to text by hand. So
the process can show the effectiveness of fullyuabmethods, which
reflects the potential improvement from using aafalé hand-crafted topic
resources.

® From the point of view of user specific topic majehe manually-built
topic models can be viewed as “ideal” context medébmpared to the
type of user models built by observing user behatiese models should
be more focused and less “noisy”. Also, considgtirat the available
resource may contain insufficient information forree topics, in our
experiments we discard the queries for which tkeuece does not contain
sufficient data in order to generate “ideal” conterdels and thus produce
an empirical upper bound for retrieval performaga with user
modeling.

In other words, we focus on the potential improvetrieom using some well-

organized and pre-available resource to form tomdels for retrieval. In our first

experiment we choose the “best” topic model fothegzery in a set of TREC queries
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and use this topic model to modify the query usamgjuage modeling techniques
(Croft and Lafferty, 2003). The topic model prowsdeackground information for the
guery and, in effect, expands the query with relé¢ems. The use of general topic
models or context information to expand queriesbd&esn used in a number of studies

(e.g., Bai et al., 2005; Shen and Zhai, 2003). d oppdels are based on categories from

the Open Directory proje"c(ODP). We compare these “ideal” topic models i
performance of relevance models (RMs), which areunser based topic models
constructed automatically for each query usingogeudo-relevance feedback
approach.

We then examine differences between these two appes, and whether they
can be combined to give better performance. Weetamine techniques for
automatically selecting a topic model from the Opérectory categories and compare

this to the manual selection and relevance modaioaghes.

4.2 Effectiveness of Manually-Built Topic Models

To show the potential improvements of the availabpec resource and
demonstrate an empirical upper bound of using csetext in IR, we simulate an
“ideal” topic model for each query by selecting thest” topics for it from the Open
Directory project categories. Then we incorporatermodel into a language modeling
framework as a smoothing or background model fercihiery. We compare the results

with two other techniques in the language moddiiamework, which do not use other

I http://www.dmoz.com/
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resources or context information, to estimate ttemtial performance improvement
using the context topic models.
In Section 4.3, we examine the combination of dpa model with the

relevance model at both model level and query level

4.2.1 Constructing Topic Models from the Open Directory
To construct the topic model for each query, we ua#lyp select the “closest”
categories from the Open Directory project, aceaydo some rules to approximate an

“ideal” user model.

4.2.1.1 Open Directory Project

The Open Directory project (ODP), also known as R2Nfor
Directory.Mozilla, the domain name of ODP), is ggen content directory of Web links
that is constructed and maintained by a commuritiolunteer editors. It is the largest,
most comprehensive human-edited directory of thé.We

An ontology is a specification of concepts andtretes between them. ODP
uses a hierarchical ontology scheme for organigitgglistings. Listings on a similar
topic are grouped into categories, which can thelude smaller categories. This
ontology has been used as the basis of user @rdditgpersonalized search (Trajkova
and Gauch, 2004).

The Open Directory Project homepage claims that theectory contains more
than 500,000 categories, some of which are vergifspand small. Trajkova and
Gauch (2004) use only the top few levels of theceph hierarchy, and further restrict

them to only those concepts that have sufficietd @&e Web links) associated with
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them, in their user profile building. In order toilal the “best” topic model, we use the
whole concept/topic hierarchy, but we ignore thiegaries that contain insufficent data
(less than 5 Web links in our experiments). Weenity only retrieve the first-level
Web pages mentioned in a category without congigdtirther links, to avoid

including irrelevant information, and to make tbeit model more focused.

4.2.1.2 Choosing Categories

We want to choose the “closest” categories forergu'Closest” can be
interpreted here as “deepest”, that is, there igpplicable category of the query that is
deeper (in the hierarchy structure) than the ctigreelected one. In Figure 4.1, for
example, “Energy” is closer than “Technology” te thuery of “hydrogen fuel
automobiles” (Topic 382 in the TREC7 ad hoc retmdask) and “Transportation” is
closer than “Energy”, and there is no sub categofffransportation” that can cover
the query. In this example, “Top/Science/Technolaggrgy/Transportation/” is
selected as one of the “closest” categories. Fordategories that do not have direct
hierarchical relations, their distances to the gaee not comparable and both can be
selected. For example, both “Transportation” angidiégen” in Figure 4.1 may be
selected.

The above category selection process can be deddibtwo rules:

1) The category should cover the query content.

2) The category should be the closest (deepest ihignarchical structure) to

the query. This provides the most specific/besirimftion in the Open

Directory for this query.
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Energy

Transportation:.. Hydrogen

Query: “hydrogen fuel automobiles”

Figure 4.1: An example of hierarchical categories.

4.2.1.3 Constructing Topic Models

After we select the categories for the queriesdasgnload the Web links in the
categories we chose. As we said in Section 4.28edownload only the first-level
pages in the Web links. Then we have a topic cietiedor each query and we build the
topic modelU whereP(w|U) is estimated by maximum likelihood estimation tctie
number of occurrences wfin the topic collection divided by the total numio¢ term
occurrences in the topic collection.

To incorporate this topic model into the retriefraimnework, we applied the
probability mixture model we presented in Chaptés 8ombine the original
multinomial query model with the topic model to loua modified query.

P(W|Q) = AR, (W] Q) + (L- )P, (W|U) (4-1)
wherePy(w|Q) is the maximum likelihood estimate of the wavdh the in the query
Q, which is estimated by the number of occurrendesio Q divided by the number of

total term occurrences @. Py (w|U) is the maximum likelihood estimate of the word
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in the topic model, which is estimated by the nundfeccurrences ok in the topic

modelU. With the co-efficient for Dirichlet smoothing ldi and Lafferty, 2001),

le]
Q|+

[e]
Q|+

P(w|Q) = Pu (W|Q) + (- )P (WU)  (4-2)

where [|Q|| is the length of the query.

We tried both constant value and Dirichlet co-edint for 2, and chose Dirichlet
co-efficient withu=8 based on empirical evidence. Constant value@ped better on
some of the experiments but its overall performaae®t as consistent as Dirichlet co-
efficient in our experiments.

After the new query model is built, documents arked by the KL divergence
between the query model and the document modeft(@nd Lafferty, 2003).

In our experiments there are some queries (9 ind&RB in TREC7 and 15 in
TRECS8) for which we are unable to find approprieagegories in the Open Directory
project, and some queries for which there is incigifit data (too few web links) in the
categories we find. We ignore the topic modelghesse queries to best estimate the

potential performance improvement of user context.

4.2.2 Baseline Algorithms

We chose two baseline retrieval models: queryihlk&ld and relevance models.
Query likelihood (QL) is a simple retrieval techmégand common baseline. Relevance
modeling (RM) is an effective query modificatioch@ique that fits cleanly into the
language modeling framework (Croft and LaffertyD3 We chose relevance

modeling as a baseline because it is a non-cohgsdd query modification approach.
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Relevance models modify the queries using the mséeebiback approach which relies
only on an initial ranking of the documents.

1) Baseline 1: query likelihood model

We use the query likelihood model where each doouimsescored by the

likelihood of its model generating a quépy As we have described in Chapter 3,

PQQID)= rl P(q| D) (4-3)

whereD is a document modeQ is the query and is a query term iQ. P(Q|D) is the
likelihood of a document’s model generating therguerms under the assumption that
terms are independent given the documents. Wercahsthe document model with

Dirichlet smoothing,

o]
D]+ 4

o]

Pib)= o+

R (W[D)+ (-

)R, (w|coll) (4-4)

wherePy(w|D) is the maximum likelihood estimate of wasdn the in documer,
andPyy(w]coll) is maximum likelihood estimate of wovdin the collection. In our
experiments, we used a fixed Dirichlet prior witki1 000.

2) Baseline 2: relevance model retrieval

The key to relevance model retrieval is estimatirgrelevance model. Each
document is then scored for retrieval by the distaof its model to the relevance
model.

Conceptually, the relevance model is a descriptifcan information need or,
alternatively, a description of the topic area agged with the information need. From
the query modification point of view, the relevamuedel is the modified query that has

a probability (weight) for every term in the vocédoy (Lavrenko, 2001). It is estimated
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from the query alone, with no training data, aseggivted average of document models,

with the estimates d?(Q|D) serving as mixing weights:

P(w|Q) =2 P(w|D)P(D|Q) (4-5)

Models of the top 50 documents are mixed with EqQuad-5). It is actually a
pseudo-relevance feedback process. The documerisrar@ linearly smoothed with a
constant valug=0.9,

P(w|D) = AR, (w| D)+ @-A)R, (w]coll) (4-6)
whereP(D|Q) is estimated by Bayes Rule:

P(D]Q) U P(Q|D)P(D) (4-7)

SinceP(Q) does not depend d», the above proportionality holds. With
uniform priors,P(D), the posterior probabiliti(D|Q) amounts to a normalization
since we requir®(D|Q) to sum to 1 over all documenB(Q|D) here is from Equation
(4-3).

Then, each document is scored by the KL-divergefds model to the
relevance model. Here the document models are &stthusing linear smoothing with
a constani=0.9 as in Equation (4-6). All the choices of saghtypes and parameters
are based on experimental evidence.

Relevance modeling provides a formal method fooliporating query
modification into the language model framework, #md approach has achieved

excellent performance in previous experiments (eako, 2001).
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4.2.3 Experiments

4.2.3.1 System Details

Our experiments were based on TREC ad-hoc retrtaskt. The data sets
include three TREC title query sets: TREC6 (301)33&REC7 (351-400) and TRECS8
(401-450). We indexed the TREC document collectionshese data sets using
Lemuf —a language modeling and information retrievalkib. In all experiments, we
used the Krovetz (Krovetz, 1993) stemmer and tli@uitestop word list in Lemur.

Retrieval runs are evaluated using trec_i}é\mbvided as part of the TREC ad hoc task.

4.2.3.2 Results

The retrieval performance of manually selectedaopodels is shown in Table
4.1 with the baseline results. From the table, aresee that, compared to the query
likelihood baseline, the manually-built topic modebws some improvement for each
guery set. Compared to the relevance model basélaveever, the retrieval results with
manually-built topic models are not consistent.tm TRECG6 collection, there is some
improvement, but results are significantly worseT®EC7 and only the same on
TRECS. This demonstrates that even under idealitonsl where the topic model is
manually chosen, topic models based on the dingsenvice do not perform better than
an automatic method that is user independent. Aghdhis result is limited in that the

directory service could be improved or these ateea user models, it certainly casts

A http://www.lemurproject.org/

V hitp:/itrec.nist.gov/
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doubt on the approach of improving queries thromghdefined topic resources or

context-based background.

Table 4.1(a): Comparison of retrieval with the manually-built topic model(MT)
with the query likelihood (QL) model and the relevance model (RM) on TRE 6.
The evaluation measure is Mean Average Precision. %chg(QL) denotes the
percent change in performance over QL, and %chg(RM) denotes the change over

RM.
TRECSG6 queries 301-350 (title)
QL RM MT %chg (QL) %chg (RM)

Rel 4611 4611 4611
Rret 2358 2171 2423 +2.8 +11.6
0.00 0.6768 0.6184| 0.7131] +5.4 +15.3
0.10 0.4648 0.4662| 0.5 +7.6 +7.3
0.20 0.3683 0.3662| 0.3832 +4.1 +4.6
0.30 0.2821 0.2904 | 0.3305 +17.2 +13.8
0.40 0.2385 0.2495| 0.2716] +13.9 +8.9
0.50 0.1906 0.2101| 0.2109  +10.7 +0.38
0.60 0.1528 0.1541| 0.1693  +10.8 +9.9
0.70 0.1324 0.1088| 0.1161 -12 +6.7
0.80 0.0708 0.0597| 0.0643  -9.2 +7.7
0.90 0.0423 0.026 0.0412 -2.6 +58.5
1.00 0.0221 0.0108| 0.0221] O +104.6
Avg 0.2193 0.2133 | 0.2344| +6.89 +9.9

Table 4.2(b): Comparison of retrieval with the manually-built topic model(MT)
with the query likelihood (QL) model and the relevance model (RM) on TRE 7.

TRECY queries 351-400 (title)

QL RM MT %chg (QL) %chg (RM)
Rel 4674 4674 4674
Rret 2290 2939 2429 +6.1 -17.4
0.00 0.7221 0.6407 | 0.7376) +2.2 +15.1
0.10 0.429 0.4861 | 0.4989 +16.3 +2.6
0.20 0.33 0.3849 | 0.3613 +9.5 -6.1
0.30 0.2795 0.3316| 0.3109  +11.2 -6.2
0.40 0.2177 0.2879| 0.2295| +5.4 -20.3
0.50 0.1566 0.2462| 0.1681 +7.4 -31.7
0.60 0.1028 0.1949| 0.1125 +9.4 -42.3
0.70 0.0683 0.1518| 0.081 +8.6 -46.6
0.80 0.0489 0.1099| 0.0507] +3.7 -53.9
0.90 0.0384 0.0608| 0.0371] -3.4 -39.0
1.00 0.0126 0.0181| 0.0131 +4.0 -27.6
Avg 0.1944 0.2515 | 0.2127| +94 -154
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Table 4.2(c): Comparison of retrieval with the manually-built topic model(MT)
with the query likelihood (QL) model and the relevance model (RM) on TRE 8.

TRECS8 queries 401-450 (title)

QL RM MT %chg (QL) %chg (RM)
Rel 4728 4728 4728
Rret 2764 3085 2835 +2.6 -8.1
0.00 0.7552 0.7097 | 0.7744, +2.5 +9.1
0.10 0.4979 0.5041| 0.5321] +6.9 +5.6
0.20 0.3786 0.411 0.3988| +5.3 -3.0
0.30 0.3235 0.3571| 0.3285 +1.6 -8.0
0.40 0.2574 0.304 0.2588| +0.5 -14.9
0.50 0.2246 0.2525| 0.2182] -2.8 -13.6
0.60 0.1752 0.191 0.1737 -0.9 -9.1
0.70 0.1397 0.1409| 0.1227, -115 -12.9
0.80 0.1043 0.0925| 0.0983 -5.8 +6.3
0.90 0.0897 0.054 0.0841 -6.2 +55.7
1.00 0.0567 0.0247 | 0.0465  -18.0 +88.26
Avg 0.2497 0.2546 | 0.2529| +1.28 -0.67

4.2.3.3 Result Analysis

A more in-depth analysis of the results gives sordigation why the manually-
built topic model does not perform as well oveaallthe relevance model. We find that
the manually-built topic model performs somewhdtdyeon some queries, and much
worse on others. Table 4.2 shows the number oiegitrat benefit (or suffer) from
manually-built topic models. Generally, manuallyitbtopic models work better on
gueries that do not have a clear topic, espediadige containing words that have
several meanings. On the other hand, relevancelmadek better on queries that are
very specific and clear. For example, the querinainstreaming” (Topic 379 in the
TRECT7 ad hoc retrieval task) refers to a speciatation field, but after stemming this
word has multiple meanings not related to educatigrich results in the system
retrieving many irrelevant documents. In this ditwg the relevance model technique
for modifying the query does not help since ther®o much incorrect information. In
contrast to this, the manually selected topic malbhsed on a human interpretation of

the query and therefore is focused on the correctmng.
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Table 4.2: Numbers of queries that MT or RM performs better respectivel. MT
refers to the queries MT performs better and RM refers the ones thaRM is
better. EQ refers to same performance. The last column is the differea between

column “MT” and column “RM”.
MT |EQ | RM | Diff

TREC6 | 32 1 17 +15

TREC7 | 25 0 25 0

TREC8 | 22 0 28 -6

In the above example, the “ideal” topic model wdbkster. However, there are
other queries in which relevance models work be@®e such query, “poaching,
wildlife preserves” (Topic 407 in the TRECS ad hetrieval task), is very clearly
about poaching in wildlife preserves. The initiahking produces good documents and
relevance modeling modifies the query appropriatelgnually-built topic models also
have the potential to work well on these typesusregs if there are specific categories
in the ODP. In this example, the granularity of taegory is much broader than
documents. The category closest to this exampleiidlife preserves”, which misses
the important “poaching” part, and the resultsvaoese than relevance models. Even if
we have a specific category related to the quelgyance models can still perform
better. The content of the specific category in@pen Directory project can be much
less than the relevant documents in the whole cadie, and the information for query
modification that it provides is not as good asittfiermation the collection provides.
This is also one of the drawbacks of real user sod@sually a user’s background is
not better than the whole collection, and pseu@atiack techniques often provide

more information than user models.
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4.3 Combination

Based on the results and the above analysis, agtwiimprove on the
relevance model baseline. The manually-built topadiels are built in an “ideal”
simulation, which theoretically, leaves no roomifaprovement. But from the analysis
in Section 4.2.3.3, we find that the manually-btajtic model and the relevance model
work well on different kinds of queries, which nally leads to studying some way of
combining the advantages of both models. The nicEghtforward way is to combine
these two models at the model level. Another pdggiis to employ a technique that

selects different models for different queries.

4.3.1 Model-level Combination

As described in Section 4.2.2, to compute the seleg models we ne€{Q|D)
from Equation (4-3). This is a basic step for ralese model computation. Since we
have the manually-built topic model, which achielieter performance than the query
likelihood model, we replace the query likelihooddel with the manually-built topic
model retrieval in Equation (4-7) and completedtieer steps as usual. This is a model-
level combination, which is denoted by MCOM in Ta#l3. The average precision is
presented in Table 4.3 and the numbers of quasrestiich the combination model

improves over relevance model are shown in Taldle 4.

4.3.2 Query-level Combination: Clarity Score Selection
Query modification showing improvement for only soof the queries is a
common problem in information retrieval. When exaimg the results of any query

expansion method over a large number of queriesabmays finds that nearly equal
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numbers of queries are helped and hurt by the ge@mique (Cronen-Townsend et
al., 2004). Cronen-Townsend et al. developed thetglmetric for choosing which
gueries benefit most from query expansion techrsid@eonen-Townsend and Croft,
2002 ; Cronen-Townsend et al., 2002; Cronen-Towhseml., 2004). The weighted
clarity score is defined by:

u(w)P(w|Q) PW|Q) (4-8)

S = S AIPWIQ) % Plwcol)

whereu(w) are the term weights andis the vocabulary of the collection.

A low clarity score means the query is not vergetiive and may need
modification. In Cronen-Townsend et al.’s origiaglplication, the clarity score was
used to predict when to use relevance model retrtevdo query modification.
According to the analysis in Section 4.2.3.3, “Cleperies achieve better performance
with relevance models and “unclear” queries achtetéer performance with
manually-built topic models. Thus the clarity sc@@ reasonable selection method to
predict when to use the topic model to do query ificadion.

This is a query-level combination, which is repreéed by QCOM in Table 4.3.
Clarity score selection leads to improvements oglvance models on all three tasks.
The improvement is more significant particularlytfa top of the ranked list. This is a
good sign since a user often goes through onlgdlcements that are provided first and
the documents near to the end plays a less signtfiole when there are a large

number of documents retrieved.
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Table 4.3: Comparison of the manually-built topic model with two combinations.
%chg denotes the percent change in performance over RM (measured in average

precision).
TRECS6 queries 301-350 (title)

RM MCOM | %chg | QCOM | %chg
0.2133 | 0.1817 -14.8 0.2172 +1.8%
TRECTY queries 351-400 (title)

RM MCOM | %chg | QCOM | %chg
0.2515| 0.2596 +3.2% 0.2673 +6.3%
TRECS queries 401-450 (title)

RM MCOM | %chg | QCOM | %chg
0.2546 | 0.2700 +6.0% 0.2573 +1.1%

The numbers of queries that are improved (or nptaved) by a combination at
the query-level, as compared to relevance modetgpiorted in Table 4.4. With clarity
score selection, more queries benefit from theyglearel combination than relevance

models on all the three TREC tasks.

4.4 An Automated Categorization Algorithm

Given that manually-built topic models based on Giaiegories showed some
promise in our previous results, we also inveséidatn algorithm for automatically
selecting a category for a query. In this caséerathan simulating “ideal” topic models
or user context models, we are viewing the ODPgraites as an alternative to
relevance modeling for automatically smoothingdhery (i.e. providing topical

context).
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Table 4.4: Numbers of queries that MCOM or RM performs better.
MCOM/QCOM refers to the queries MCOM/QCOM performs better and RM
refers the ones that RM is better. EQ refers to same performance. The talumn
is the difference between column “MCOM” and column “RM”.

MCOM | EQ | RM | Diff

TRECG6 19 11 20 -1

TRECY 24 8 18 +6

TRECS 24 14 12| +12

QCOM | EQ | RM| Diff

TRECG6 13 30 7 +6

TRECY 10 35 5 +5

TRECS8 9 33 8 +1

4.4.1 Algorithm
The following is the automated categorization alpon we used for
experiments:

1) Treat the whole open directory as a collection @ach category as a document.
There are descriptions of the sites in each cayegdrich we treat as the
document content (the queries are the original tjtleries as we used in
previous experiments). We retrieved the top 5 aateg by query likelihood,
and only select the categories from these five.

2) Try to find the categories that are close to thergaccording to the following

rules:
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(@) All the query terms show up in the category nama@chvis a
directory with the category names at each levgl, e.
“Top/Computers/Artificial_Intelligence/Applicatiohs

(b) The most detailed category name, which is “Appia&” in the
above example, contains only query terms.

3) If we are unable to find the complete categoriasedag all query terms in the
second step, we will use the categories that elithee a query likelihood score,
computed in 1), larger than a certain threshola,omtain more than half of the
query terms.

All the comparisons are made after stemming angpstg. We built topic

models as for the hand-selected categories indestR, and repeated the experiments

on the relevance model baseline with the two coatimn algorithms.

4.4.2 Results

The retrieval performance with automated categtamas shown in Table 4.5
as AC, and the two combination methods are alsdam@ and included for
comparison. The numbers of queries that each nvealdds better on are reported in
Table 4.6.

We found there were slight improvements comparegélevance models. We
note that the average precision of AC on TREC8vedter than the manual selection
model. Automatic selection of topic models is digarviable technique for query
reformulation and is complementary to the technigiudocument reformulation such

as in the cluster-based document model in (Liu@radt, 2004).
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Table 4.5: Retrieval performance with automated query categorization and two
combination algorithms. The evaluation measure is Mean Average Precision.
%chg denotes the percent change in performance over RM.

TRECS6 queries 301-350 (title)

RM | AC | MCOM | %chg | QCOM| %chg

0.2133| 0.2267 0.1820 -14.7% 0.2162 +1.4%

TREC7 queries 351-400 (title)

RM AC MCOM | %chg | QCOM | %chg

0.2515| 0.1959 0.2435 -3.2%  0.2534 +0.8%

TRECS queries 401-450 (title)

RM | AC | MCOM | %chg | QCOM| %chg

0.2546| 0.2545 0.2661 +4.5% 0.2580 +1.3%

An important result is that the clarity score set@tagain shows good
performance again in Table 4.6, as in Table 4.4r&lare always more queries on

which QCOM performs better than relevance modelalbiine three TREC tasks.

4.5 Discussion

As described earlier, this chapter aims at thecgffeness of manually-built
topic models, which can be viewed as an “ideal'gesaf available topic resources and
also an “ideal” user context model. So we are ed&d in the following two questions:
1) can these topic models, which represent harftedréopic resource and user context,
improve retrieval performance, and 2) how muchgrenfince gain can we get from

them. Our experimental results provide some inghoatof the answers.
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Table 4.6: Numbers of queries that AC or RM performs better, with the
comparisons after MCOM and QCOM.
AC EQ | RM | Diff

TRECG6 31 0 19| +12
TREC7 23 0 27 -4
TRECS 22 0 28 -4

MCOM | EQ | RM | Diff

TRECG6 14 12 24| +1C
TRECY 19 8 23 +4
TRECS8 18 19 13 -5

QCOM | EQ| RM | Diff

TRECG6 13 27 10 +3
TREC7Y 11 32 7 +4
TRECS 10 32 6 +4

4.5.1 Can Topic Resource/User Context Improve IR?

In our experiments, the manually-built topic moslebwed some improvement
over the query likelihood baseline, but the mots#lf does not show a consistent or
significant improvement over the relevance modekliae. As an “ideal” manual
topic/user context model, the topic model estimatesmpirical upper bound on the
benefits of hand-crafted topic resource/user camtedeling when it is used to modify
a query. Besides, the ideal user models are mucé facused than real user models

would be. Even given this advantage, this modgldensistent and is not better overall,
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compared to relevance modeling, which does not adddional user information. This
reflects the difficulty in improving retrieval withser context.

There is some improvement in the results after ¢oation for the manually
selected models, and the advantage of combinat@ewident even in a simple
automatically selected topic model. In Table 4.4 &nble 4.6, clarity scores did some
useful prediction since the combination approactopes better for the majority of
gueries.

So, the answer to the first question is that topsource/user context in the form
of topic models is unlikely to have significant leéits based on our experiments with

the ODP categories.

4.5.2 How Much Gain Can We Get?

From our experiments, the empirical upper boundgstienated are not
dramatically higher than the relevance model redliesSome queries perform well, but
many suffer in the user context approaches. Imekelts after query-level combination,
which are relatively consistent, less than 7% inmproent is found on average precision,
dependent on the TREC tasks. This shows the roommfrovement is very limited.

The individual upper bound for each query variést.aFor some queries, the manually-
built topic model performs very well. The perfornrsanmprovement of the example

guery “mainstreaming” we mentioned in Section 42i8 shown in Table 4.7.
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Table 4.7: Comparison of QL, RM and MT performance on query
“mainstreaming”.
QL RM MT

Rel 16 16 16
Rret | 6 5 14
0.00 | 0.2 0.0625 1
0.10 | 0.0292 0.0211 1

0.20 | 0.0292| 0.008| 0.5556
0.30 | 0.0116, 0.008| 0.5556
040 | O 0 0.1633

050 O 0 0.1633

060 | O 0 0.0694

070 O 0 0.0205

080 | O 0 0.0186

090 O 0 0

1.00 O 0 0

Avg | 0.0186| 0.0066 0.2756

4.6 Summary

We built topic models manually based on a topiouese, which is also hand-
crafted, to estimate the potential improvementsehwand-crafted topic resources could
bring to IR in the language modeling framework, #melresult also reflects the
potential improvement of user context by viewing tbpic models as simulated “ideal”
user context models. After experimenting with gegfrom several TREC ad-hoc
retrieval tasks, we found that the manually-bwifiic models provided little benefit for
the overall document retrieval performance compé&raelevance models, an
automatic non-extra resource based query modificatiodel. In some cases, the topic

model improves the results, but in other casevaelee models are more effective, and
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the overall results did not show that manually4a@pic models perform better on these
tasks.

Based on the observation that manually-built topeziels and relevance models
benefit different queries, we investigated a coratian approach. Our experiments
confirmed that an automatic selection algorithrmggshe clarity score improves
retrieval results.

We also established that topic models based o@bie categories can be a
potentially useful source of information for retré. In particular, we showed that
guery-level combination with the automatically s¢éel categories by PMM improves

retrieval performance.
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CHAPTER 5

TERM ASSOCIATING MODELS

5.1 Introduction

Modeling term associations automatically is impetrta Information Retrieval
(IR) systems. As we described in Chapter 1, rapkigorithms solely based on
matching the literal words that are present in gsesind documents will fail to retrieve
much relevant information. For this reason, tersoagtions, which are also called
“term relationships” or “word similarity” in thetkrature, have been introduced to add
new terms to the query/document representationsatbaelated to the original terms.
Besides term associations, which usually refeesswmciations between two single
terms (term-term association), there can also becétions between two groups of
terms (term group association). In this chaptediseuss term-term association and in
Chapter 6 we will discuss term group association.

As we discussed in Chapter 2, term co-occurreno®ig often used in IR than
grammatical analysis to capture semantic assonmtend simple term-term
association has significant advantages over teaupgassociation considering the
offline efficiency of document reformulation. Cabal (2005)’s work sheds light on
the effectiveness of integrating term associatinttsthe language modeling
framework. On the other hand, the term independassemption (“bag of words”) of
the unigram language model is well known to be jmapriate for natural language.
This has led many language model researchersdyg tum associations. The

window-based approach used by Cao et al. (200%)ever, always requires an
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appropriate setting for the window size, and thpromements using only the automatic
model are not as impressive.

As a summary, we are interested in an automatie gssociating method based
on term co-occurrence in the language modelingdraonk, especially for dealing with
document reformulation. Term associating model®hzeen studied for decades. Some
integration processes of term associations arédaout with language models and
some associating processes like the window-basedaarrence model are
probabilistic methods. But none of the associapragesses have been performed
within the language modeling framework. In this otea we study the traditional term
co-occurrence based automatic term associatingauiein the document reformulation
task, and propose a new and simple method, whicased on the language modeling
approach and thus fits within this framework natyréao model term associations for

retrieval operations.

5.2 Traditional Term Associating Methods
The history of traditional term associating methbds been briefly discussed in
Chapter 2. In this section we describe the detditee term associating methods that

we will experiment within our framework.

5.2.1 Similarity Coefficient
A variety of similarity coefficients have been demed and applied to measure
term associations in IR environments, such asakae similarity, weighted and

unweighted Tamimoto (Sparck Jones, 1971), etc. cDeéficient used in Qiu & Frei
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(1993)’s concept-based query expansion is one eeanimey built a term-document

matrix and computed the similarity between any terons as follows;

SIM (t;,t;)=> d, [d, -
k=1

1)
(05+ 05x (i) e (d,)
q. = max ff (t,)
A ff(d,.t) ,
\/,Zi ((05+ 0.5x max f (1) iif (d))) 2)

whereff(dy, t;) is the frequency of ternin documentl, iff(d)=log(nV| dy|), mis the
number of terms in the collections adg |s the number of different terms in document
dk. maxff(ti) is the maximum frequency of tettimin all documents. They’'s andd's
signify feature weights of the indexing featuresgaments). Then, the similarity
between a term and a query is defined as the wagum of the similarity values
between the term and individual terms in the gu&oyexpand a query, terms with the
highest similarity to the query are added and th@glt of each added term takes its
similarity value with the original query. Significimprovements in retrieval
effectiveness were reported in their paper (Qiufamed 1993).

Although many techniques in this area have bedademd some interesting
results were obtained, most of the techniques baee used to do query expansion.
Few studies on document modeling with term sintjazoefficients have been

conducted.

5.2.2 Co-occurrence in Windows
Another important group of term association measestimates the conditional

probability of a term given another term. Van Bgsgen (1979) and Cao et al. (2005)
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compute the conditional probability using co-oceage samples. To compute the
conditional probability of two terms by their coeatrence in a window is a practical
method for both its simplicity and effectivenegsnon-overlapping window is applied
to measure the co-occurrence in (Cao et al., 2808 sliding-window method
(Hyperspace Analogue to Language, HAL) is describd@urgess et al., 1998). A
typical computation of the co-occurrence probapf(lihe strength of term association)

is as follows:

P(t, |ti):f(ti’tj)/zf(ti'tk) (5-1)

wheref(t;, t;) is the frequency of co-occurrenced;aindt;.

5.2.2.1 Non-overlapping window

A non-overlapping window is often used to meashesdo-occurrence of two
terms. In this window-based method, two words aresilered as co-occurring once
when the distance between them is less than th@owirsize. For instance, Xu and
Croft (1996) developed a metric used for query espm based on the non-overlapping
window method and achieved excellent performanae (297; Xu and Croft, 1996);
Cao et al. applied non-overlapping windows in doeatrmodeling in combination with
WordNet and obtained significant improvements oa MREC collections(Cao et al.,

2005).

5.2.2.2 Sliding window
In addition to setting a threshold to judge theocourrence of terms as in the

non-overlapping window method, the distance betwegnwords are also taken into
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account in some term-association models, such @uirgess et al., 1998; Gao et al.,
2001; Lund and Burgess, 1996; Bai et al., 2003idirf§) window method is one of the
examples, which is also called HAL Space (Hyperspatalogue to Language)
(Burgess et al., 1998; Lund and Burgess, 1996)mBying a window across the text,
an accumulated co-occurrence matrix for all teszoduced. Compared to the non-
overlapping window method, the sliding window methakes accumulated co-
occurrence in all possible non-overlapping windawd in this way, the strength of
association between two words is inversely propodi to their distance. Some
interesting results with the sliding window methaye obtained in previous works,
including query expansion tasks in the languagesiiogl framework (Bai et al., 2005;
Burgess et al., 1998; Lund and Burgess, 1996). Mewyéts effectiveness on document
modeling tasks is still unknown.

In both the non-overlapping window and the slidivigdow methods, the size

of the window is a parameter that needs to be hited.

5.3 Modeling Term Associations by Joint Probability

5.3.1 Term Associating Models

Previous research has shown the effectiveness d¢ling and integrating term
associations into information retrieval proces&specially, constructing term-term
associations and integrating them into documentatsad an attractive way
considering both its online efficiency and largdlextion feasibility. Also, the language
modeling framework provides and motivates new dioes of the construction and

integration process of term associations. Ingbigion, we present an approach in the
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language modeling framework to estimating the comakal probability of terms by
joint probability through Bayesian rule, and thajgrobability will be computed by
unigram document models.

To get a sense of the association or closenes®bptiwo termsy andt, we
considerP(w|t), which is the probability of observimgwhent is given. By Bayesian
rule, we have

P(w|t) = P(wt)/P(t) (5-2)

To estimate the join probability of observing therdw and the tern, instead
of counting co-occurrence samples in windows, veeliae thatv andt are identical
and independent samples from a unigram documeneliBodThen the total probability

of observingw together with is:

P(Wt) = z P(Dorig )P(Wt | Dorig ) = Z P(Dorig )P(Wl Dorig )P(t | Dorig ) (5-3)

b Sy
where[] represents some finite universe of unigram doctimmexdlels, andDrig
represents the original unigram document model vhias estimated with maximum
likelihood estimation. We choose to use uniformosP(Dorig) and limit the universe
[ to the collection we test on. Then, with Equaii+2) and Equation (5-3),

P( | Dorig )P(t | Dorig )
P(w(t) = ZD: . (5-4)
z z P(Wl Dorig )P(t | Dorig )

w D

Thus, for each term) there is a list of worda with the probabilityP(wi]t)
representing the associationvoindt. We can view this probability as the

association/closeness betwaenandt.
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5.3.2 Document Language Models with Term Associations

To integrate the association information into doentrmodels, we apply the
PMM framework and TBS framework we presented infZ&a3. With PMM, the
computation will be the same as computing the vdisttibution in documents through
the probabilistic association measure (Equatioh)fsand then combining it with the
original term model by linear combination (Equat{&r7)).

P(w|D,,,) = > P(w[t)P(t|D (5-5)

taD,

exp)

whereDey, represents the document model for expansion, whitthe topical document
representation, and we assuR{fDexy)=P(t|Dorig). Equation (5-5) is similar to the
retrieval methodology using translation models psgul by Berger and Lafferty to
incorporate term associations into document languagdels (Berger and Lafferty,
1999). With the translation model, the document ehb&comes

Prr(w|D) = > tr(w|t)P(t| D) (5-6)

wheretr(wijt) is the translation model for mapping a documennt to an arbitrary
termw. The translation probability (wjt) describes the degree of link between a t@rm
and the document tertnlf we settr(wijt) to beP(w[t), then Eqgn (5-5) and Egn (5-6) will
be same.

The final PMM document model would be

P(w| D) = AP(W| D, exp)
SR, (W] D)+ (-

Ny + 4 Ny + 4
+(@1-A) D P(w[t)P(t|D

toD,

)+@-A)P(w|D

= A( )R, (W] coll)) (5-7)

ong)

orig
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where/ is the integration co-efficient. This is the oplgrameter to our model, and is
also one of the parameters to the other modelsowgare to in Section 5.4.

In this paper we try several association measworesodelP(wijt) in Equation (5-
7), including the similarity co-efficient, the nawverlapping window method, the
sliding window method, and the joint probability tined we propose. In the similarity
co-efficient method, we normalize its co-efficiéntbe consistent with the probabilistic
application as following:

P(t; |t;) = SIM(t;,t,)/ D SIM(t; . t, ) (5-8)

5.4 Experiments and Results

5.4.1 Data

We conduct experiments on five data sets taken fr&EBC: the Associated
Press Newswire (AP) 1988-90 with queries 51-150l ®taeet Journal (WSJ) 1987-92
with queries 51-100 and 151-200, Financial Timeg) ((991-94 with queries 301-400,
San Jose Mercury News (SIJMN) 1991 with queries&1-and LA Times (LA) with
gueries 301-400. Queries are taken from the “tfiedtl of TREC topics. Queries that
have no relevant documents in the judged pool &pegific collection have been
removed from the query set for that collectionatiStics of the collections and query
sets are given in Table 5.1.

These five collections, including the query setd gelevance judgments, were
the same as used by the experiments in the folpalapters (Chapter 6 and 7) so that

we can compare the results later.
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Table 5.1: Statistics of data sets.

# of Queries with

Collection | Contents #of dos Size Queries
Relevant Docs
Associated Press TREC topics 51-150
AP . 242,918| 0.73Gh 99
newswire 1988-90 (title only)
Financial Times TREC topics 301-40C
FT 210,158| 0.56Gh 95
1991-94 (title only)
San Jose Mercury TREC topics 51-150
SIJMN 90,257 | 0,29Gh 94
News 1991 (title only)
TREC topics 301-40C
LA LA Times 131,896| 0.48Gh 98
(title only)
Wall Street TREC topics 51-100
WSJ 173,252| 0.51Gh 100

Journal 1987-92

& 151-200 (title only)

5.4.2 Parameters

There are several parameters that need to be daciderr experiments. For the

retrieval experiments, the proportion of the tesaaiation part in the PMM

framework must be specified ih Equation (5-7)). For the similarity measures th

window sizes need to be determined. We use theol®ction as our training

collection to estimate the parameters. The WSJSEBWN, and LA collections are used

for testing whether the parameters optimized orcARbe used consistently on other

collections. At the current stage of our work, fagameters are selected through

exhaustive search or manual hill-climbing seardhpArameter values are tuned based

on mean average precision (MAP).

The retrieval results by tuning the window sizeghi@ non-overlapping window

and the sliding window methods we have are shownlksvs.
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Table 5.2: Retrieval results on AP with different non-overlapping window ize
(W).

w 10 30 50

MAP | 0.2310 | 0.2381 | 0.2376

Table 5.3: Retrieval results on AP with different sliding window sizeW).

\W 10 30 50 70

MAP | 0.2295 | 0.2361 | 0.2374, 0.2372

5.4.3 Complexity
The complexity of the term associating model basegint probability is

O(Z(Nw )?), whereN,,_qis the number of unique words in documenfThe
cA

complexity of window-based methods is linear wiik tvindow sizéV and the number
of word tokend\;. If we compare these two numbers only, then weccmsider

W*N;_q¢ and (N, ,4)? for each document, whelg 4is a number of tokens in documeit

which is actually the document length. With a oceeble setting o#V and a typical

TREC collection as ARNV*N,_q is smaller thann, ,)?. But these two complexity

numbers are based on different data structureshéojoint probability computation, we
only need word index; but for the window-based caotafion, we also need token
sequence. In our implementation, the time compldrr window-based method are

much more thal* N; due to the limitation of memory space.
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5.4.3 Experimental Results
In all experiments, both the queries and documar@stemmed, and stopwords

are removed.

5.4.3.1 Other Term-Associating Methods

We test the effectiveness of some traditional teerm associating methods that
we discussed in Section 5.2 with PMM document m&deid present the retrieval
results in Table 5.4.

Similarity co-efficient: With the parameter settirigs0.8, which was obtained
by training on the AP collection, we run experingewith the similarity co-efficient
based document models (SCDM) on other collecti@mne improvements, including
significant improvements on one of the five coliegs, are achieved over query
likelihood retrieval by integrating the similaritp-efficient into document models.

Non-overlapping window. With /=0.7 and window siz&/=30, which were
obtained by training on the AP collection, we raperiments with the non-overlapping
window based document models (NWDM) on other ctibes. Significant
improvements on two of the five collections areanied over query likelihood
retrieval.

Sliding window: Retrieval results of the document models basetthesliding
window method, withi=0.6 andW=50, are shown in Table 5.4. Significant
improvements on two of the five collections oves ttuery likelihood retrieval are

achieved. Table 5.4 also shows that the slidinglasnperforms better than the non-
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overlapping window, which was adopted in (Cao gtZ805; Cao et al., 2007) as an
automatic term associating method to be integrattedanguage document models.

Table 5.4: Comparison of query likelihood retrieval (QL) and retrieval with
document models based on similarity coefficient (SCDM), non-overlappin
window method (NWDM), or sliding window method (SWDM). The evaluation
measure is MAP. %chg denotes the percentage change in average precision. Star
indicate statistically significant differences with a 95% confidencaccording to the
Wilcoxon test.

Collection | QL SCDM | %chg INWDM |%chg |[SWDM |%chg |%chg
over over over |over
QL QL QL NWDM
AP 0.2161 | 0.232 +7.627 0.2381| +10.180.2375 | +9.88* -0.25
FT 0.2558 | 0.2652| +3.68| 0.2640, +3.22 0.2690 +5.14 .86*1
SIJMN 0.1985 | 0.2068| +4.18 0.2118 +6.6(* 0.2142 @&7.8+1.12
LA 0.2290 | 0.2305 | +0.62| 0.2362| +3.12 0.2485  +8.485.20*
WSJ 0.2908 | 0.2866| -1.447 0.2827] -2.79 0.2905 -0.182.76*

5.4.3.2 Term Associations by joint probability

We test PMM document models based on the term asismcmethod by joint
probability (JPDM) that we present, and show thegeeal results in Table 5.5.=0.6
for these experiments, and we process only thd@0@prelated terms of each term. On
four of the five collections JPDM retrieval achieva&gnificant improvements over
query likelihood retrieval. On the WSJ collectiow, improvements are achieved with
1=0.6, and then we especially tunefbr it and obtained improvement witk0.2 as

shown in the last line of Table 5.5.
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Table 5.5: Comparison of query likelihood retrieval (QL) and retrievals with
JPDM and JPDM-ap.

Collectio | QL JPDM | %chg JPDM- | %chg %chg over JPDM-

n over QL |ap over QL |JPDM all

AP 0.2161| 0.2400; +11.03* 0.2400 +11.03* O 0.2422
FT 0.2558 | 0.2754| +7.66* 0.2636 +3.05 -4.28 0.2842
SIJMN 0.1985| 0.2180 +9.80* 0.2139 +7.74% -1.88 06218
LA 0.2290 | 0.2516| +9.85* 0.2426 +5.91 -3.59 0.2547
WSJ 0.2908| 0.287Q -1.32 0.2884 -0.83 +0.49 0.2910
WSJ 0.2908 | 0.2971| +2.15 N/A N/A N/A N/A
(1=0.2)

In previous experiments, we build term associatfongach collection
respectively. To test the easy applicability af tarm associating method we present,
we also run experiments with the term associattemstructed only from the AP
collection (JPDM-ap), or all of the five collecti®JPDM-all). Results of JPDM-ap and
JPDM-all are presented in Table 5.5.

JPDM-all achieves the best performance among JRIPRAM-all and JPDM-
ap. This shows that more training data lead todrigierformance, because more data
can imply more knowledge about the term associatidhthe same time, term
associations trained only on the AP collectionase effective on other collections.
So, the term associations built by joint probapitlb not have to be trained on the

specific collection of experiments.
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5.4.3.3 PMM Vs. TBS

Table 5.6 compares retrieval results of PMM documewsdel and TBS
document model with the term associating methogresented based on joint
probability. Further comparison and analysis esthtwo frameworks will be done in
Section 6.3.4.3.

Table 5.6: Comparison of retrieval with PMM and TBS document model based on
term similarity measure trained on the AP collection.

Collection |ORIG [|JPAP-PMM JPAP-TBS
AP 0.2161 | 0.2400 0.2377
FT 0.2558 | 0.2754 0.2758
SIMN 0.1985 | 0.2180 0.2185
LA 0.2290 (0.2586 0.2508
WSJ 0.2908 | 0.2870 0.2923

5.5 Summary

We have proposed a probabilistic term associatiadahin the language
modeling framework, which measures term associgtibrough their joint probability,
and a document retrieval model that integrates tesociations into document models
through PMM or TBS. We did experiments and comp#nednodel we proposed with
other popular term associating methods on ad-hoeval tasks.

The experimental results showed that modeling essociations through joint
probability was effective in the language modeliragnework. Document models that
include term associations outperformed the quéslihood model, and term

associations constructed by joint probability agcbtebetter performance than other
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term associating models, such as window co-occoeremethods, in the language
modeling framework. Comparing the two window caarcence methods, the sliding
window method performs better than the non-oveitappindow method on the
retrieval tasks. We also showed that term assoaistirained on other collections were

effective in our model, and more training data setabetter performance.
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CHAPTER 6

LATENT MIXTURE TOPIC MODELING

6.1 Introduction

Representing the content of text documents istea&rpart of any approach to
information retrieval (IR) and many other resedields. Typically, documents are
represented as a “bag of words”, meaning that trelsvare assumed to occur
independently. To capture important relationshigisvieen words, researchers have
proposed approaches that represent documents agasiof latent “topics” in large
text collections. As we discussed in Chapter & difference of these latent mixture
models and term associating models is the typeaf that they define associations on.
Term associating models model associations betarersingle term and another.
Associations are only dependent on the vocabulatry ef the term. With latent
mixture models, associations of text are not omlgethdent on the term itself as the
term associating model describes, but also relatgdits context; thus latent mixture
models have been used to model term group assotiafirepresenting text as a
mixture of latent topics (such as in the clustedeipwhere document, instead of term,
associations are considered).

The well-known Latent Semantic Indexing (LSI) teicfue, which was
introduced in 1990 (Deerwester et al, 1990), sretgroup associating method. More
recently, Hoffman (1999) described the probabdisttent Semantic Indexing (pLSI)
technique (for the details of LSI and pLSI, pleesfer to Chapter 2). This approach

uses a latent variable model that represents dausras mixtures of topics. Although
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Hoffman showed that pLSI outperformed LSI in a eecdpace model framework, the
data sets used were small and not representativedérn IR environments.
Specifically, the collections in these experimenty contained a few thousand
document abstracts.

As we mentioned in Chapter 1, the new latent metopic model, Latent
Dirichlet Allocation (LDA, Blei et al, 2003), hagcently become one of the most
popular probabilistic text modeling techniques iaamine learning and has inspired a
series of research papers (e.g., Girolami and K&t20b; Teh et al, 2004). LDA has
been shown to be effective in some text-relatekktasch as document classification,
but the feasibility and effectiveness of using LDAR tasks remains mostly unknown.
Possessing fully generative semantics, LDA poténtiavercomes the drawbacks of
previous topic models such as pLSI (Hoffman, 1988hguage modeling (Croft and
Lafferty, 2003; Ponte and Croft, 1998) is also aagative model, motivating us to
examine LDA-based document representations inathguage modeling framework.

The LDA approach will be compared with an approgett builds topic models
using document clusters, known in the machine legriiterature as the mixture of
unigrams model (McCallum, 1999). As detailed inti&ec2.3.2.1, Liu and Croft (2004)
showed that document clustering can improve redtieffectiveness in the language
modeling framework. Retrieval based on cluster neteferred to here as cluster-
based retrieval) performed consistently well acsesgeral TREC collections, and
significant improvements over document-based redfimmodels were reported. In the
language modeling framework, the cluster-basec tomdels were used to smooth the

probabilities in the document model (Liu and Cr@fd04). As a much simpler topic
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model, the mixture of unigrams model generates @ewiocument from one topic
under the assumption that each document is refatexactly one topic. This
assumption may, however, be too simple to effelsticeodel a large collection of
documents. In contrast, LDA models a documentrascaure of multiple topics.

Given the potential advantages of LDA as a genezatiodel of documents, and
the encouraging results with topic models in prasiwork, we carried out a detailed
evaluation of the effectiveness of LDA-based retrlen large collections. Azzopardi
et al. (2004) also discussed the applications oAloibdels and reported inconclusive
results on several small collections. In this chapte integrate LDA into our
probability mixture modeling and term modeling fmorks to build new document
representation for IR, evaluate it on TREC colletsi, and discuss efficiency issues.
We also compare its retrieval performance withtémen associating model we
presented in Chapter 5 as a comparison betweerngreump associations and term-term

associations.

6.2 Latent Dirichlet Allocation

As we described in Chapter 2, the pLSI model haoblem with inappropriate
generative semantics. Blei et al. (2003) introdua@ew, semantically consistent topic
model, Latent Dirichlet Allocation (LDA), which imediately attracted a considerable
interest from the statistical machine learning aatliral language processing
communities. The basic generative process of Ld&aly resembles pLSI. In pLSl,

the topic mixture is conditioned on each documéntLDA, the topic mixture is drawn
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from a conjugate Dirichlet prior that remains tlaeng for all documents. The process
of generating a corpus is as follows (we considersmoothed LDA here):

1) Pick a multinomial distributiorg, for each topiz from a Dirichlet
distribution with parametef3 ;

2) For each documeiak pick a multinomial distributiorg), from a Dirichlet
distribution with parametes ,

3) Pick atopicz{1...K} from a multinomial distribution with parametéy,

4) Pick a wordw from a multinomial distribution with parameter .

Thus, the likelihood of generating a corpus is:
P(Dog,...Dog, |a,p)

=[[[]P@1A[]PE: 1] 2P 1OPW |2 @)dode

1=1z=1

(6-1)

The LDA model is represented as a probabilistipli@al model in Figure 6.1.

Compared to the pLSI model, LDA possesses fullysigiant generative
semantics by treating the topic mixture distribatas ak-parameter hidden random
variable rather than a large set of individual paters which are explicitly linked to
the training set; thus LDA overcomes the overfgtproblem and the problem of
generating new documents in pLSI.

Compared to the cluster model, LDA allows a docunt@icontain a mixture of
topics, relaxing the assumption made in the clustadel that each document is
generated from only one topic. This assumption begoo limited to effectively
model a large collection of documents; in contrdmt,LDA model allows a document

to exhibit multiple topics to different degreesysgtbeing more flexible.
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Figure 6.1: Graphical model representation of LDAT is the number of topics;N

is the number of documents; and\q is the word tokens in document.

The LDA model is very complex and cannot be solg@xact inference. There
are a few approximate inference techniques availabthe literature: variational
methods (Blei et al, 2003), expectation propagattaniffiths and Steyvers, 2004) and
Gibbs sampling (Geman and Geman, 1984, Griffithes Steyvers, 2004). We use
Gibbs sampling and draw the topic assignnzemératively for each tokenaccording

to the following conditional probability distribwtn:

n) 4+ n +a, )
P(z = j|z,,a,p,Doc,..,Doc,) 0~ P, Mii*a, (6-2)

Y9 +8) Y () +a,)

wheren®™) is the number of instances of wardassigned to topiz=j, not including

-]

the current tokeng and g are hyper-parameters that determine how heavsy th
empirical distribution is smoothed, and can be ehds give the desired resolution in
the resulting distributionn'{") is the number of words in documeh{the document
that token belongs to) assigned to togsj, not including the current token. Thus

> n®, is the total number of words assigned to tapig; and ZtTl n) is the total

number of words in document d, not including therent one (Griffiths and Steyvers,

2004).
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6.3 Experiments

6.3.1 Data

We conducted experiments on the same TREC datthse¢tse have described
in Chapter 5: the Associated Press Newswire (ABB4®D with queries 51-150, Wall
Street Journal (WSJ) 1987-92 with queries 51-1@D1&1-200, Financial Times (FT)
1991-94 with queries 301-400, San Jose Mercury N&a®IN) 1991 with queries 51-
150, and LA Times (LA) with queries 301-400. tatis of the collections and query
sets have been presented in Table 5.1.

These five collections, including the query setd mxlevance judgments, are the
same as used by Liu and Croft (2004) in order tapare retrieval effectiveness based
on different topic models. The only differencevbetn the two experimental settings is
that we left out the Federal Register (FR) coltatfior two reasons: (1) The query set
of this collection contains only 21 queries witlek@nt documents, (the query sets of
other collections contain at least 94 valid queri€d In these 21 valid queries there are
six that have only one relevant document in théectbn and thus may cause biased

results.

6.3.2 Parameters

There are several parameters that need to be deg&shin our experiments. For
the retrieval experiments of the probability midumodel (PMM), the mixture weight
A must be specified. For the LDA estimation, thenber of topics must be specified;
the number of iterations and the number of Markaaires also need to be carefully

tuned due to its influence on performance and nmtime. We use the AP collection
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as our training collection to estimate the paramnsetdhe WSJ, FT, SJIMN, and LA
collections are used for testing whether the patars®ptimized on AP can be used
consistently on other collections. At the currgtiaige of our work, the parameters are
selected through exhaustive search or manualliibing search. All parameter
values are tuned based on average precision streeval is our final task. The
parameter selection process, including the traisgtgselection, also follows Liu and
Croft (2004) to make the results comparable.

We use symmetric Dirichlet priors in the LDA estima with a =50/K (K'is
the number of topics) anf =0.01, which are common settings in the literatu@ewr

experience shows that retrieval results are not sensitive to the values of these

parameters.

6.3.2.1 Parameters in LDA Estimation

Document models consisting of mixtures of topidse pLSI and LDA, have
previously been tested mostly on small collectidns to their relatively long running
time. It will be shown in Section 6.3.3 that tieration number in LDA estimation
plays an important role in its complexity. Genbrainore iterations means that the
Markov chain reaches equilibrium with higher prabigh and after a certain number of
iterations (burn-in period) the invariant distrilaut of the Markov chain is equivalent to
the true distribution. So it would be ideal if weuld take samples right after the
Markov chain reach equilibrium. However, in praeticonvergence detection of
Markov chains is still an open research questibimat is, no realistic method can be

applied on the large IR collections to determireed¢bnvergence of the chain.
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Researchers in the area of topic modeling tendé¢cauarge number of iterations to
guarantee convergence. However, in IR tasksailnmst impossible to run a very large
number of iterations due to the size of the data Besides, a finely tuned topic model
does not naturally mean good retrieval performannostead, a less accurate
distribution of topics may be good enough for IRqmses. Furthermore, we havand

w in our model to adjust the influence of the LDAdeb For example, if the LDA
estimation is coarse, we may reduce the smootheighvand let the LDA estimation
share a part of smoothing.

In order to get a good iteration number that is@ffe for IR applications, we
use the AP collection for training and maximizihg &average precision score as the
optimization criterion since it is our final evatiem metric. We try different iteration
numbers, and also do experiments with differentlmens of Markov chains, each of
which is initialized with a different random numb&r see how many chains are needed
for our purposes. The results are presented r€i§.2 and Figure 6.3, respectively.
After 50 iterations and with more than 3 Markovidsaperformance is quite stable, so
we use these values in the final retrieval expemisie The running time of each
iteration with large topic numbers can be expensd@eaterations and 2 chains are a
good trade off between accuracy and running time,taese values are used in the

parameter-selecting experiments, especially whisttseg a suitable number of topics.
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Figure 6.2: Retrieval results (in average precision) on AP with differenbumber
of iterations. K=400; 1=0.7; 1 Markov chain.
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Figure 6.3: Retrieval results (in average precision) on AP with differenbumber
of Markov chains. K=400; 1=0.7; 30 iterations.

Selecting the right number of topics is also anartgnt problem in topic
modeling. Nonparametric models like the Chinesst&eant Process (Blei et al, 2004;
Teh et al, 2004) are not practical to use for lafge sets to automatically decide the
number of topics. A range of 50 to 300 topicy/@dally used in the topic modeling
literature. 50 topics are often used for smallemtions and 300 for relatively large
collections, which are still much smaller than lRecollections we use. It is well
known that larger data sets may need more topigemeral, and it is confirmed here by
our experiments with different values of K (100020.) on the AP collection. K=800

gives the best average precision, as shown in TableThis number is much less than
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the corresponding optim&l value (2000) in the cluster model (Liu and Crafip4).

As we explained in Chapter 2, in the cluster modieé document can be based on one
topic, and in the LDA model, the mixture of topfes each document is more powerful
and expressive; thus a smaller number of topiasesl. Empirically, even with more
parsimonious parameter settings Ike400, 30 iterations, 2 Markov chains,
statistically significant improvements can alscalsieved on most of the collections.

Table 6.1: Retrieval results (in MAP) on AP with different number of topcs (K).

K 50 100 200 300 400 500
Average

0.2397| 0.2431| 0.2520 0.2579 0.2590 0.2557
precision
K 600 700 800 900 1000 1500
Average

0.2578 | 0.2609, 0.2621 0.2613 0.2585 0.2579
precision

6.3.2.2 Parameters in Retrieval Model

For the probability mixture model (PMM), in orderdelect a suitable value of
we use a similar procedure as above on the APatieand find 0.7 to be the best
value in our search. From the experiments ondsinig collections, we also find that
A =0.7 is the best value or almost the best valuettoer collections. We set the
Dirichlet smoothing parametar=1000 since the best results are consistentlyirgdua
with this setting.

For the TBS document model, there is no other patanthan the Dirichlet

smoothing priog, which is fixed to be 500 for TBS as we describeG@hapter 3.
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6.3.3 Complexity

Complexity is often a big concern for topic modessen the simple cluster
model suffers from potentially high computationasts. Liu and Croft (2004) used a
three-pass K-means algorithm primarily motivatedtbefficiency. They showed that
the running time for each pass/iteration growsdrhewith the number of documents
(N) and the number of classég§)(i.e.,O(KN). We adopt Gibbs sampling (Geman and
Geman, 1984) to estimate the LDA model. Roughbagkmg, the complexity of each
iteration of the Gibbs sampling for LDA is alsodar with the number of topics/clusters
and the number of documents, which is &%&N). Due to the large sizes of document
collections, we give a more detailed analysis.

The time-consuming part of the Gibbs sampling enltBDA model is linear with

I, Kand N * N, wherel is the number of iterationk is the number of topic# is the
number of documents ang, is the average number of tokens in one documieri-
means clustering algorithm, the computation isdmeithl, N, andk * N, , wherel is
the number of passes/iterations, angl is the average number of unique terms in one
cluster. (We use the average numbersand N, instead of the corresponding sums

to make the following comparison easier.)

To compare the running time of these two algorithvescompare realistic
values of these items.

(1) K: The selected number of topid§) (n the LDA model is generally less
than the selected number of topics/clusters irchhgter model because in the LDA
model topics can be mixed to represent one docyrbanin the cluster model one

document can based on only one topic.
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(2) I: Thenumber of iterationd ) will probably have a larger value in the LDA
algorithm. In Liu and Croft (2004), the numberitefations for K-means is 3. Such a
smalll does not work well for Gibbs sampling in the LDA deb. The selection dfis
very important to make sure that the Markov cha@ash equilibrium. In Section 6.3,
we will show that = 30 ~ 50 is reasonable in our experiments.

(3) N, vs. N, : Itis hard to make an assertion about the relatip of these two
items, especially sinc®l, is highly related to the selection&f While in our
experiments and settings, the number of uniquestémra clusters often larger tham,
since one cluster often contains quite many doctsnen

The above comparison shows that the efficiencheftivo algorithms is similar.
In experiments, we also find that the differenceuinning times between LDA and K-
means is trivial. Based on our experience basatsing several IR collections, these
two algorithms are comparable in computationalsasid there is no clear evidence

showing that one algorithm is obviously more et

6.3.4 Experimental Results
In all experiments, both the queries and documar@stemmed, and stopwords

are removed.

6.3.4.1 Retrieval Experiments with PMM
The LDA model has a new representation for a doaiiia@sed on topics. After

we get the posterior estimatestadnd ¢ , we can calculate the probability of a word in

a document as following,

~ ~ K ~ ~
Pa(W|d,8,0) = P(w|z¢)P(z]6,d)
z=1
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(6-3)
whered andg are the posterior estimatestofind ¢ respectively. We use Gibbs
sampling and the approximation 8f and ¢ can be obtained directly. From a Gibbs
sample, we use we Ugg" +ﬁw)/zjzl(ngw +p,) to approximatey and(n'® +a,)/
Z;(”(td) +a,) to approximated after a certain number of iterations (burn-in pdyi
being accomplished, Whelq‘w) is the number of instances of wamhssigned to topic

z=j, n{¥ is the number of words in documehassigned to topiz=j (Griffiths and

Steyvers, 2004).

Thus the LDA-based PMM document model will be

N N
P(W|D):/1(N iﬂPML(WlD)+(l_N iﬂ)PML(W|coII))
R "o (6-4)
nj +ﬁw nj +az
+(1—/1)(Z n x—

= ()
”Zl,(nﬁvuﬁv) Z;,(nt +a)
V=] t=:

The retrieval results on the AP collection are pnésd in Table 6.2, with
comparisons to the result of query likelihood eatal (QL) and cluster-based retrieval
(CBDM). Statistically significant improvements BMM with LDA topics (LDA-
PMM) over both QL and CBDM are observed at manyltdevels, with 21.64% and

13.97% improvement in mean average precision réspéc
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Table 6.2: Comparison of query likelihood retrieval (QL), cluster-based reteval
(CBDM) and retrieval with the LDA-based probability mixture model (LD A-
PMM). The evaluation measure is average precision. AP data set. Stars indicate
statistically significant differences in performance with a 95% confiénce
according to the Wilcoxon test.

%chg %chg over

QL CBDM | LDA-PMM | over QL | CBDM
Rel. 21819 | 21819 | 21819
Rel.
Retr. 10130| 10751 12064 +10.09%  +12.21*
0.00 0.6422 0.6485 0.6795 +5.8* +4.8*
0.10 0.4339 0.4517 0.4844 +11.6* +7.2*
0.20 0.3477, 0.3713 0.4131 +18.8* +11.2*
0.30 0.2977, 0.317 0.3661 +23.0* +15.5*
0.40 0.2454 0.2668 0.311 +26.8* +16.6*
0.50 0.2081 0.2274 0.2666 +28.1* +17.2*
0.60 0.1696/ 0.1794) 0.2245 +32.4* +25.1*
0.70 0.1298 0.1444 0.1665 +28.3* +15.3*
0.80 0.0865 0.1002 0.118 +36.5* +17.8*
0.90 0.0480 0.0571 0.0694 +44.7 +21.6
1.00 0.0220, 0.0201 0.0187 -15.1 -6.8
Avg 0.2179| 0.2326| 0.2651 +21.64*  +13.97*

With the parameter setting=0.7, 50 iterations and 3 Markov chains, we run
experiments on other collections and present iegulfable 6.3. We compare the
results with CBDM, and the results of the querglilkood model are also listed as a
reference. On all five collections, retrieval witBA-based PMM achieves
improvements over both of query likelihood retrieaad cluster-based retrieval, and
four of the improvements are significant (over CBPMonsidering that CBDM has

already obtained significant improvements overgtery likelihood model (and Okapi-
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style weighting, Liu and Croft, 2006) on all of ffeecollections, and is therefore a high
baseline, the significant performance improvemé&ois LBDM are very encouraging.

Table 6.3: Comparison of cluster-based retrieval (CBDM) and retrieval wittthe
LDA-based probability mixture model (LDA-PMM). The evaluation measure &
average precision. %chg denotes the percentage change in performance
(measured in average precision) of LDA-PMM over QL and CBDM. Stars
indicate statistically significant differences in performance beteen LDA-PMM
and QL/CBDM with a 95% confidence according to the Wilcoxon test.

%chg %chg over
Collection | QL CBDM | LDA-PMM | over QL | CBDM
AP 0.2179| 0.2326| 0.2651 +21.64F  +13.97*
FT 0.2589| 0.2713| 0.2807 +7.54* +3.46*
SIJMN 0.2032] 0.2171] 0.2307 +13.57* +6.26*
LA 0.2468| 0.2590| 0.2666 +8.02 +2.93
WSJ 0.2958 0.2984 0.3253 +9.97* +9.01*

Unlike the basic document representation, the LI2&dal document model is
not limited to only the literal words in a documgmait instead describes a document
with many other related highly probable words fribra topics of this document. Like
the query expansion technique, this reformulatpdesseentation of document improves
the retrieval performance as well. For examplettie query “buyout leverage”, the
document “AP900403-0219", which talks about “Farléyit Defaults On Pepperell
Buyout Loan”, is a relevant document. Howevers tlocument focuses on the

“buyout” part, and does not contain the exact quermn “leverage”, which makes this

¥ This improvement is significant according to titesd almost significant (with a 93%
confidence) according to the Wilcoxon test.
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document rank very low. By the LDA-based docummatiel, this document is closely
related with two topics that have strong connegctiaith the term “leverage”: the
economiaopic is strongly represented with this documestdduse the document

contains quite many representative terms of tlpgtsuch as “million”, “company”,
“bankruptcy”; themoney marketopic is closely connected to “bond”, which iscaés
very frequent word in this document. By these wadd their strongly associated
topics, the connection between the document antethe“leverage” is built up. In this
way, the document is ranked higher with the LDAdzhdocument model. The multiple
topics in one document help to represent cleassycgation between the topics and the
terms than a single topic, as one topic is verytilg to model long documents that
indeed talk about a variety of issues.

Table 6.4 shows an example of the topics assocvetbch document. The
document is actually “AP900403-0219” that we disaasabove. We list the top 5

topics for this document and the top 10 words itheapic with corresponding

probabilities.

6.3.4.2 Comparison and Combination with Relevance Models

In Table 6.5 we compare the retrieval results efitBA-PMM with the
relevance model (RM), which incorporates pseudoifaek information and is known
for excellent performance (Lavrenko and Croft, 200@n some collections, the results
of the two models are quite close. RM uses psdeedback information and thus
needsonline processing, i.e., it effectively does an extradefor each query, which

makes it less efficient in reacting to users’ irpu\s aroffline-processing model that
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does not do any extra processing on queries, thelhdsed PMM retrieval model
performance is quite impressive. In another wongsestimate the LDA model offline
only once, and then the probability mixture mode process real-time queries much
more efficient than RM with similar performance.

Table 6.4. An example of topical document model by LDA.

Topic 1: Topic 2: Topic 3:
company 0.072359 s 0.076526 bond 0.121074
share 0.048106 steven 0.060858 junk 0.035927
stock 0.045680 mill 0.057960 market 0.030698
million 0.022542 great 0.049431 investor 0.030509
shareholder 0.019582| georgia 0.028320 invest 0.028007
percent 0.019255 pacific 0.028085 high 0.024533
offer 0.018970 textile 0.025799 iIssue 0.021888
corp 0.014770 paper 0.024221 debt 0.020750
takeover 0.014506 farley 0.023396 finance 0.017940
buy 0.013682 point 0.022312 secure 0.017833
Topic 4. Topic 5: Document “AP900403-0219’
debt 0.103697 bankruptcy 0.083795 | Topic1 0.225
loan 0.099891 file 0.048261 Topic2 0.202
bank 0.087656 creditor 0.043383 Topic3 0.111
pay 0.034809 company 0.043100 | Topic4 0.088
billion 0.034053 million 0.041746 Topic5 0.046
interest 0.029302 reorganize 0.033888

borrow 0.027971 chapter 0.032615

lend 0.025020 plan 0.031464

finance 0.022393 court 0.029343

credit 0.020054 protect 0.028221
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Table 6.5: Comparison of the relevance models (RM) and the LDA-based
probability mixture models (LDA-PMM). The evaluation measure is average
precision. %diff indicates the percentage change of LDA-PMM over RM.

Collection | QL LDA-PMM | RM %diff
AP 0.2179| 0.2651 0.2745 -3.42
FT 0.2589| 0.2807 0.2835-0.99
SIMN 0.2032] 0.2307 0.263312.38
LA 0.2468 | 0.2666 0.2614 +0.20
WSJ 0.2958 0.3253 0.3422 -4.94

Figure 6.4 compare LDA-PMM with RM at query levétach point in the
figure represents the percentage of improvemeni&\bver LDA-PMM on one query.
There are 54, 42, 44, 51, 52 queries that RM pexddretter than LDA-PMM on the AP,
FT, LA, SJMN, and WSJ collections respectively.Uf&g6.4 shows that these two
models benefit different queries.

We also combine the relevance model and LDA-PMMdaetrieval. In this
case, the retrieval results using LDA-PMM are usethe pseudo-feedback for the
relevance model. Results are shown in Table @dyesults of the query likelihood
model are also listed as a reference. Moderateovements are obtained, which is
much better than the very small improvements reylart Liu and Croft (2004) for the

combination of RM and CBDM.
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Figure 6.4. Comparison of RM and LDA-PMM at query level.

We also combine the relevance model and LDA-PMMdaetrieval. In this
case, the retrieval results using LDA-PMM are uaethe pseudo-feedback for the
relevance model. Results are shown in Table @ rasults of the query likelihood
model are also listed as a reference. Moderateovements are obtained, which is
much better than the very small improvements reyart Liu and Croft (2004) for the

combination of RM and CBDM.
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Table 6.6: Comparison of the relevance model (RM) and the combination of RM
and the LDA-based probability mixture model (RM+LDA-PMM). The evaluation
measure is average precision. %chg denotes the percentage change in
performance (measured in average precision) of RM+LDA-PMM over RM. Stars
indicate statistically significant differences in performance beteen RM+LDA-
PMM and RM with a 95% confidence according to the Wilcoxon test.

Collection | QLY | RM RM+LDA-PMM | %chg

AP 0.2161| 0.2758| 0.2869 +4.00
FT 0.2558| 0.2889| 0.2907 +0.62
SIMN 0.1985 0.2547| 0.2603 +2.22
LA 0.2290| 0.2509| 0.2715 +8.21
WSJ 0.2908 0.3405 0.3606 +5.91

6.3.4.3 PMM Vs, TBS
In TBS, We USey ((n + 2,1/ Y (1 + B)IXI(n® +a, - Pz=t|w,)D,) /3 (0 + )]

to approximatez Z,(w)/ N, in Equation (3-9) after a certain number of itienas

t#w

(burn-in period) being accomplished, whé?é&z =t |w, is estimated by

[(n{™ +ﬁw)/i(”fv) +B,)] x[(n{¥ + az)/i (n +q,)] andD,, represents the frequency of

v=l t=1

wordw in documenD.

' The QL&RM baseline in Table 6.5 is slightly diféert with Table 6.4 because in the
experiments of Table 6.4, in order to compare Withresults in Liu and Croft (2004),

we directly load their index into our system anertun the experiments on their index
to get nearly identical results.
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Table 6.7 shows the retrieval results of PMM and&Math LDA. In Table 5.6
at Section 5.4.3.3, we compare results of thesdrameworks with the term-term
associating model we presented in Chapter 5. Fnemesults in these two tables, we
can see that the LDA-based retrieval performandbeoterm model with back-off
smoothing (TBS) is quite close to the probabilitixtare model (PMM), although TBS
does not introduce any new parameters. Also, T&8®pns consistently over
collections and topic models.

Table 6.7: Comparison of query likelihood (QL), cluster-based retrieval (CBM),

and retrieval with the probability mixture model (PMM) and the term model with
back-off smoothing (TBS). The evaluation measure is average precision.

Collection | QL CBDM LDA-PMM | LDA-TBS
AP 0.2179| 0.2326 0.2651 0.2655
FT 0.2589 | 0.2713 0.2807 0.2739
SIMN 0.2032| 0.2171 0.2307 0.2317
LA 0.2468 | 0.2590 0.2666 0.2668

WSJ 0.2958| 0.2984 0.3253 0.3218

The improvement on the AP collection in Tabl@ and Table 6.7 is
relatively larger than on the other collectiondthAugh we tune parameters on the AP
collection, further parameter adjustment does mprove the performance on the other
collections. Compared to the relevance model tegulTable 6.5, we conjecture that it
is due to the property of the documents and theiegiehat the improvement on the AP

collection is larger than on the other collections.
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6.4 Comparison with Term-term Association

We have categorized topic models into three typesdiscussed the difference
of manually-built topic models (type 1) with autotitamethods (type Il & I11) in
previous chapters. In this section we will compaetwo types of automatic topic

modeling methods: type Il (term-term associatiamj g/pe Il (term group association).

6.4.1 Efficiency
We use the term associating model based on jouftgtility as a representative
of term-term associating models for both of itsfpenance and effectiveness on IR. Its

complexity isO(Z(NW 4)?), whereN,,_qis the number of unique words in document
SR

As we explained in Section 6.3.3, the time-consgnpart of the Gibbs sampling in the

LDA model is linear witH, K and N * N, wherel is the number of iterationk is the
number of topicsiN is the number of documents and is the average number of

tokens in one document.
To compare these two complexities, we decomposedhmgparison to be based
on one document. For the term associating modeherdocumerd, the computation

time is linear with(N,, ,)?; for the LDA estimation, it is linear witl, | andN;_q, where

N: qis the number of tokens in the document\i 4 is larger or equal thad, ¢ Kis
800 in our setting, and we know that the averadé @fis much smaller than 800. So

the term associating model is much more efficieahtthe LDA model.
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6.4.2 Effectiveness
Table 6.8 shows the comparison of JPDM-all and Litad&ed PMM document
models (LDA-PMM). LDA-PMM achieves better perfornte than the term

association model.

Table 6.8: Comparison of query likelihood retrieval (QL) and retrievals with
LBDM, JPDM, and JPDM-all.

Collection | QL LDA- |JPDM- |%chg |%chg over |%chg over
PMM all over QL |JPDM LBDM

AP 0.2161 | 0.2629 | 0.2422 +12.05%¥0.92* -7.91*

FT 0.2558 | 0.2795| 0.2842 +11.10 +3.20 +1.68

SIJMN 0.1985 | 0.2279| 0.2186 +10.1p*0.27* -4.06*

LA 0.2290 | 0.2563 | 0.2547 +11.21%1.24 -0.63

WSJ 0.2908 | 0.3244| 0.2910 +0.07 +1.41* -10.30*

6.4.3 Discussion

Term group association is more effective on IR $askich shows the
advantages of group association. However, basedioanalysis and confirmed by our
experiments, the term association modeling is nfaster than the LDA model
estimation. Also, we have shown in Chapter 5 ithiatvery easy and effective to apply
the term associations trained on other collectiasch is impossible for the LDA
model training.

The assumption behind term-term associating masgiéfat the single term is
the basic unit of language and one term has ordyne@aning. This is not a perfect

assumption for natural language. In term group@asons the context of the term is
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also involved. But the assumption based on sirgglag catches the character of
language that people tend to use one term to itedgame/similar/related meanings,
and simplifies the modeling process.

Therefore, term association and term group assogiate two topic modeling
methods to meet different application requestscélections in reasonable size, we
would suggest LDA based document models for doctimegmesentation; for
collections too small or too large that are hardutotopic models, it may be better to

apply term associations that have already beendddrom other data sets.
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CHAPTER 7
OTHER TOPIC MODELS
Latent mixture modeling has been shown to be act¥ie topic modeling
technique and many recent topic models have beeriafed based on it. Motivated
by the success of LDA-based document models invHRstudied several new topic
models within IR framework in this chapter and preshe preliminary IR results of

these models.

7.1 N-gram Topic Model

7.3.1 Introduction to TNG

There are mainly two types of word dependenciesgosiudied and shown to be
effective to IR: 1) topical (semantic) dependemnelich is also called long-distance
dependency. Two words are considered dependent thkagmeanings are related and
they co-occur often, such as “fruit” and “applej;ghrase dependency, also called
short-distance dependency. As reported in liteeatetrieval performance can be
boosted if the similarity between a user query agidcument is calculated by common
phrases instead of common words (Fagan, 1989; Eataals 1991; Strzalkowski, 1995;
Mitra et al. 1997). Most research on phrasesfiormation retrieval has employed an
independent collocation discovery module. In thgy/, a phrase can be indexed exactly
as an ordinary word.

Topic models in our study target semantic dependenbut phrase
dependencies are also critical to capturing thenmegeof text. Word order and phrases

are not only important for syntax, but also impottr lexical meaning. A collocation
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is a phrase with meaning beyond the individual \8orBor example, the word “pie” in
“apple pie” may be generated fronfrait topic with a high probability, but the word
“pie” in “pie chart” is probably not. We studied\weral topic models with short-
distance dependency in the IR framework, includivgbigram topic model (BTM,
Wallach, 2006), the LDA collocation model (LDACO&teyvers and Griffiths, 2005)
and the topicah-gram model (TNG, Wang and McCallum, 2005). Thegpdpical model
representation of these three models is in Figureid notation is listed in Table 7.1.
Their retrieval effectiveness is evaluated and canexqb.

Table 7.1: Notation for Figure 7.1.
Symbol  Description

T number of topics

D number of documents

W number of unique words

Ny number of word tokens in documeht

z@ the topic associated with tif&token in the documerat

x@ The bigram status between tfid)" token and™ token in the document
w@ thei™ token in documerd

& The multinomial (discrete) distribution of topicsrir the documend

¢, The multinomial (discrete) unigram distributionwedrds w.r.t. topiz

Wy In Figure 7.1(b), the binomial (Bernoulli) distrifben of status variables

w.r.t. previous worq
Wy In Figure 7.1(c), the binomial (Bernoulli) distritoan of status variables

w.r.t. previous topi@wordv
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Figure 7.1: Threen-gram based topic models.

For simplicity, all the models discussed in thist&a make the 1st order

Markov assumption, that is, they are actually igraodels. However, all the models

have the ability to “model” higher ordargrams ( > 2) by concatenating consecutive

bigrams.

In the bigram topic model, a word will be generdtenn a multinomial

distribution specific to the previous word and therent topic; in the LDA Collocation

model, bigram status(®) is introduced to denote if a bigram can be formét the
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previous token, but it does not have topic as #wesd term of a bigram is generated
from a distribution conditioned on the previous @only; in the topical n-gram model,
bigram status is also dependent on the topic. @tiee key contributions of TNG is to
make it possible to decide whether to form a bigfanthe same two consecutive word
tokens depending on their nearby context (i.e g@mirrences). For example, the phrase
“white house” carries a special meaning in a doairabout politics, but in the context
of a document about real estate, it may not bdlacation.

The topicaln-gram model automatically and simultaneously talass of both
semantic co-occurrences and phrases. Also, itmoteseed a separate module for
phrase discovery, and everything can be seamlggslyrated into the language
modeling framework. In this section, we illustréte difference in IR experiments of
applying the TNG and LDA models, and compare B@érformance of all three
models with short-distance dependency on a TREEatan. This work was also

published in (Wang et al., 2007).

7.3.2 IR Experiments

The SIMN dataset, taken from TREC with standardigsi®1-150 that are
taken from the “title” field of TREC topics, covemsaterials from San Jose Mercury
News in 1991. All text is downcased and only al@tetbcharacters are kept. Stop
words in both the queries and documents are remdivady two consecutive tokens
were originally separated by a stopword, no bigimailowed to be formed. In total,
the SJMN dataset we use contains 90,257 docuntqtgeries that have no relevant

documents have been removed from the query set.
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The number of topics are set to be 100 for all f®ded symmetric priorg=1,

S=0.01,y=0.1, andb=0.01. Here, we aim to compare the models insté#tbaesults.

7.3.2.1 Topical N-gram Models in IR

To calculate the query likelihood from the TNG mibdéhin the language
modeling framework, we need to sum over the topitable and bigram status variable
for each token in the query token sequence. Givemosterior estimate®, ¢, and
o , the query likelihood of quer® given documend can be calculated as (a dummy
is assumed at the beginning of every query, foctmenience of mathematical

presentation)

Il
P (Qld) = I] P (G 194, d) (7-1)

where

Prve (0 1G-,d) = Z(P(Xi = Ol‘/’}qi,l)P(Qi |§B; ) +P(X = ll‘;z’qi,l)P(Qi 10, ))P(z |é(d))
z=1

(7-2)

and

P(x [, )= D (P(X |, o )P(z.,16) (7-3)

z,=1
Due to stopping and punctuation removal, we maykisetP(x, = O|z/7qi_1) =1
and P(x, = 1|4Z/q|_1) =0 at corresponding positions in a query. Under brster Markov

assumptionP(Q|d) = P(q, |d)|_|:'i| P(qg. | g,_,,d), and with the probability mixture

model

P(a 16,4,d) = AP, (q; [d) + L= A) P (a; 1G4, d) (7-4)

106



The results from our experiments with TNG did nodw significantly better
performance than LDA. But TNG achieves better tesuh some queries. To illustrate
the difference of TNG and LDA in IR applicationsg select a few of the 100 queries
that clearly contain phrase(s), and another fethein that do not contain phrase due to
stopping and punctuation removal, on which we complze IR performance (MAP) as
shown in Table 7.¥'. These preliminary results show the possibilityusther
improvements with query-level model selection of@N

Table 7.2: Comparison of LDA and TNG on TREC retrieval performance (MAP)

of eight queries. The top four queries obviously contain phrase(s), and thithG

achieves much better performance. On the other hand, the bottom four quiess do
not contain common phrase(s) after preprocessing (stopping and punctuati
removal). Surprisingly, TNG still outperforms LDA on some of these querigs.

No. | Query LDA TNG Change
053 | Leveraged Buyouts 0.2141 0.3665 71.20%
097 | Fiber Optics Applications 0.1376 0.2321 68.64%
108 | Japanese Protectionist Measures 0.1163 0.168694%
111 | Nuclear Proliferation 0.2353 0.4952 110.48%
064 | Hostage-Taking 0.4265 0.4458 4.52%
125 | Anti-smoking Actions by 0.3118 | 0.4535| 45.47%
Government
145 | Influence of the "Pro-Israel Lobby" 0.2900 7&2 | -5.07%
148 | Conflict in the Horn of Africa 0.1990 0.2788 .1P%
All queries 0.1789| 0.1752 -2.06

Vi The results in Table 7.2 and Table 7.3 are prakny results for model comparison.
They are not globally comparable, such as to thelt®reported in Chapter 6, because

of different experimental settings.
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7.3.2.2 Comparison of BTM, LDACOL and TNG on TREC Ad-hoc Retrieval

In this section, we compare the IR effectiveneshetthrean-gram based topic
models on the SIMN dataset, as shown in TableRoBa fair comparison, the
weighting factorl are independently chosen to get the best perfareniom each
model. The Dirichlet priors are reset to adjustphoportion oh-gram part. This is
consistent with our experience on applying bigranguage models in IR, which also

requires to be tuned to be a very small propotticorder to improve retrieval results.

Table 7.3: Comparison of the bigram topic modelA=0.7), LDA collocation model
(4=0.9) and the topical n-gram Model {=0.8) on TREC retrieval performance
(MAP). *indicates statistically significant differences in performance with 95%
confidence according to the Wilcoxon test. TNG performs significantly bedt than
other two models overall.

No. | Query TNG BTM | Change| LDACOL Change
061 | Israeli Role in Iran-Contra | 0.1635| 0.1104 -32.47% | 0.1316 -19.49%
Affair

110| Black Resistance Against the0.4940 | 0.3948 -20.08% | 0.4883 -1.16%
South African Government
117 | Capacity of the U.S. Cellular 0.2801 | 0.30599.21% 0.1999 -28.65%
Telephone Network
130| Jewish Emigration and U.S.; 0.2087 | 0.1746 -16.33% | 0.1765 -15.45%
USSR Relations
138 Iranian Support for Lebanese0.4398 | 0.4429 0.69% 0.3528 -19.80%
Hostage-takers
150 | U.S. Political Campaign 0.2672 | 0.2323-13.08% | 0.2688 0.59%

Financing

All Queries 0.2122| 0.1996-5.94%* | 0.2107 -0.73%
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Under the Wilcoxon test with 95% confidence, TNGndicantly outperforms
BTM and LDACOL on this standard retrieval task.

It is interesting to see that different modelsgwoed at quite different queries.
For some queries (such as No. 117 and No. 138), an{BTM perform similarly, and
better than LDACOL, and for some other queriest{sagNo. 110 and No. 150), TNG
and LDACOL perform similarly, and better than BTWhere are also queries (such as
No. 061 and No. 130) for which TNG performs bettem both BTM and LDACOL.
We believe that they are clear empirical evidehed the TNG model is more effective
on IR tasks than BTM and LDACOL.

We analyze the performance of the TNG model forgid®. 061, as an
example. As we inspect the phrase ““Iran-Contratained in the query, we find that it
has been primarily assigned to two topics (poliind economy) in TNG. This has
increased the bigram likelihood of some documemighasizing the relevant topic
(such as “SIMN91-06263203"), thus helps promotsdltcuments to higher ranks.
As a special case of TNG, LDACOL is unable to cepthis and leads to inferior
performance.

It is true that for certain queries (such as N& 86d No. 146), TNG performs
worse than BTM and LDACOL, but we notice that atiaels perform badly on these
gueries and the behaviors are more possibly deemtiomness.

Table 7.4 shows an example of the topics assocwtbch document. The
document is “SIMN91-06005068". We list the top did¢s for this document, with the

top 10 words and the top 10 phrases in each topic.
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Table 7.4: An example of the topics associated with a document by TNG.

Topic 1: Topic 2: Topic 3: Topic 4:
years news vice people
died newspaper president time

born magazine sold years
wife mercury director good
worked media fiscal back
retired editor named make
home york chief lot

son paper executive year
served article vp day

age page officer things
san jose mercury news vice president san jose
heart attack robert maxwell net income years ago
war ii quiz answers san jose united states

heart failure

york city

golden weddinganniversary

long illness
cremated remains
golden wedding

san carlos

canary islands
executive editor
national enquirer
larry jinks

kevin maxwell
rupert murdoch

bob ingle

chief executive
chief operating
general manager
executive officer
chief financial
executive vice

op income

los angeles
san francisco
bay area
santa clara
palo alto
mercury news

high school

7.2 Pachinko Allocation Model (PAM)

7.2.1 Introduction to PAM

LDA captures correlations among words by formingjds, but it does not

explicitly model correlations among topics (Li aMdCallum, 2006). However, topic

correlations are common in real-world text datg,,ehefruit topic is more likely to co-
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occur with thebaking foodtopic than thenoney marketopic. To address this problem,
Li and McCallum (2006) presented the pachinko alflimn model (PAM), in which the
concept of topics are extended to be distributimtonly over words, but also over

other topics. They described a four-level PAM mgife 7.2 shows.

§ @
Qs

®©
oL

NdN

Figure 7.2: Graphical model representation of PAMN is the number of
documents;Ny is the word tokens in documentsis the number of topics in the
second level and’ is the number of topics in the third level.

7.2.2 IR Experiments

We compute the document model with the leaf topid3AM and construct new
document models with probability mixture modelirgyvee have done for LDA.
Because PAM is more expensive than LDA, we expariroa two subsets of the AP
collection. One contains 1,913 documents and theratontains 20,000 documents (the
AP collection contains 242,918 documents in tot&r the small data set, we set 50
topics for LDA, 50 sub-topics and 10 super-topmsRPAM. For the large data set, we
set 200 topics for LDA, 200 sub-topics and 10 suppics for PAM. Other parameter
settings are the same as described in Chapter 6.

The retrieval results by number of iterations dreve in Figure 7.3, with 3

Markov chains.
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Figure 7.3 Retrieval results with PAM/LDA-based document models.

Figure 7.3 (top) is for the small dataset and tinerois for the large data set.
From these preliminary results we can see thaP#fi-based document model has not
achieved better results than LDA-based documenehat thus we did not pursue
large-scale experiments. In the retrieval resuitshe large data set, we pick up two
gueries on which one model is significantly bettem the other. On query 068-“Health
Hazards from Fine-Diameter Fibers”, LDA-based doentmodel performs better; on
guery 104-“Catastrophic Health Insurance” PAM-badedument model performs
better. For most of other queries, the retriegallts of these two models are quite

close.

112



7.3 Special Words Topic Model

7.3.1 Introduction to SWB

Topic models are usually used together with theiticmal word-based
document models in the retrieval process becaysestmay be too coarse to be used as
the only representation. This indicates that $measpects in each document are not
well captured by the topic model. The special wosith background (SWB) model
was recently proposed by Chemudugunta et al. (2806e of the state-of-the-art
topic models. It extends the LDA model by represgnéach document as a
combination of a mixture distribution over gendogics, a background distribution
over common words, and a distribution over wordd #re treated as being specific to
that document.

Compared to the LDA model, the difference is tha®WB each word token is
associated with a latent random variahléaking valuex=0 if the word w is generated
from a topic as in the LDA modeit=1 if the word is generated from the special word
distributiony for that document (with a Dicirchlet prior paraeved by £ 1) andx=2
if the word is generated from a background distrdyu< for the collection (with a
Dicirchlet prior parameterized by ;). x is sampled from a document-specific
multinomialz with a Dirichlet priory. The graphical representation of SWB is shown in
Figure 7.4.

The SWB model has been shown to outperform LDAEFIDF on small and
dense (the ratio of relevant documents are mudtehithan the usual TREC collections)

collections when applied by itself without combipnatwith the original document
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model: it captures more special words, and achietter performance in retrieval

experiments.

®©0
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Figure 7.4: Graphical model representation of SWB.

This model targets modeling the general and speadpects of documents and
thus provides a generative framework for documesdeting in retrieval, however, in
retrieval tasks the two aspects are not separatdlapic models are used in IR to
address the problem of “vocabulary mismatch” bedif/ely adding in words that may
be missing. The general aspects such as topide aedp interpret and understand the
specific aspects such as exact words containedatament. So these two aspects are
not independent. Especially, in the early topideis such as term clustering based on
word similarity, there is no generative frameworklano separation of general and
special aspect. Our experimental results showétaéval with only SWB performs
miserably, even much worse than the basic queejitigod (QL) model.

Although SWB does not gain good retrieval perforoghy itself, modeling
general and special aspects may improve the taglichaition since it generates the
words that are “most likely” in a topical word dibution from a topic. This may lead

to more meaningful topics and thus better perfogearSWB is a complicated model
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containing a huge number of parameters. We purawediant of SWB by having the
multinomialz, which is the distribution of, fixed for a corpus. That is, it will not be
document-specific; instead, it will be collectiopesific. We compare this simplified
special words with background (SSWB) model withahiginal SWB and show that
there is no performance loses. SSWB is just ambaof SWB. We developed this
model not for better results than SWB, but to miieewhole process of and the model
less complicated and thus hopefully more efficient.

The conditional probability of a won given a documert is:

p(w|d) = p(x = 0[d)}’ p(w|z=t)p(z=t|d) + p(x =1|d)p (W)

t=1

+p(x=2[d)p (W)

(7-5)

wherep’'(w) is the special word distribution apt( w) is the background word
distribution. We combine this document model viita original document model by

the parameter mixture model.

7.2.2 IR Experiments

We conducted experiments on the same TREC datas@tChapter 5 and 6:
the Associated Press Newswire (AP) 1988-90 withigaé1-150, Wall Street Journal
(WSJ) 1987-92 with queries 51-100 and 151-200, riéir@ Times (FT) 1991-94 with
gueries 301-400, San Jose Mercury News (SIJMN) #8@®ilqueries 51-150, and LA
Times (LA) with queries 301-400. Queries are takem the “title” field of TREC
topics. These five collections, including the qusets and relevance judgments, are the

same as used in previous chapters in order to aentipa effectiveness of different
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topic models for retrieval. In all experimentsttbthe queries and documents are
stemmed, and stopwords are removed.

The AP collection is used as our training collettio estimate the parameters.

We first tuned the parameters based on the retreeyeeriments with the standard
LDA model. Then we applied similar setting on othexdels without especially
tuning them. The only parameter that we changedtfeer models is the number of
iterations. SWB/SSWB are much more complicated nspde we especially tuned
the number of iterations on the AP collectionsti@m. For both tuning processes we
consider the efficiency and choose only the nurolbé@erations after which there will
not be big performance gain.

We use symmetric Dirichlet priors in the LDA estiioa with o =50/ K and
Po=p>=0.01,5,=0.0001,y=0.3, which are common settings in the literat@et
experience shows that retrieval results are not sensitive to the values of these
parameters. In order to select a suitable value we experiment on the AP collection
with the standard LDA model and firid0.7 to be the best value in our search. From
the experiments on the testing collections, we falwbthatA1=0.7 is the best value or
almost the best value for other collections. WelseDirichlet prioru=1000 since the

best results are consistently obtained with thisngg

7.2.2.1Comparison of SWB-based Retrieval and SSWB-based Retrieval
The retrieval results on the five collections aresented in Figure 7.5, with

comparisons to the result of query likelihood eatal (QL).
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Figure 7.5: Comparison of SWB-based Retrieval and SSWB-based Retrieval in
Mean Average Precision (MAP), with QL as a baseline. Number of iterations
varies from 50 to 300K=400 topics, 1 Markov chain.
We can see that retrieval with SSWB performs béitin SWB within 300
iterations on all the five collections especially $mall numbers of iterations. So in the

following section we use SSWB to compare with ttamdard LDA model on retrieval

tasks.
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7.2.2.2Comparison of SSV\B-based Retrieval and LDA-based Retrieval
We inherit the parameters trained on the AP cabledbr the LDA-based

retrieval, except the number of iterations. With parameter setting=0.7, 100
iterations and 2 Markov chains, we run experimevitis SBDM and present results in
Table 7.5. We compare the results with the resifltBDM, and the results of the
query likelihood model are also listed as a refeeenOn four collections, SSWB-based
retrieval achieves improvements over both of gliggfihood retrieval and LDA-based
retrieval, and two of the improvements are sigatffic(over LDA-based retrieval).
Considering that LDA-based retrieval has alreadyioled excellent retrieval
performance, and the parameters are turned fieifperformance improvements from
SBDM are interesting.

Table 7.5: Comparison of query likelihood retrieval (QL), retrieval with LDA-

based document models (LBDM), and retrieval with the SSWB-based documte

models (SBDM). The evaluation measure is average precision. %chg denotes the
percentage change in performance (measured in average precision) of SBDM ove

QL and LBDM. “*” or “+” indicate statistically significant differences in

performance between SBDM and QL/LBDM with a 95% confidence according to
the Wilcoxon or Sign test.

Collection | QL LBDM | SBDM %chg over QL | %chg over LBDM
AP 0.2161 | 0.2567 0.2509 +1671* -2.26

SIMN 0.1985 | 0.2181| 0.2204| +11.01* +1.05

FT 0.2558 | 0.2750 0.2801 +9.47* +1.82

LA 0.2290 | 0.2424 | 0.2493 | +8.85* +2.86*

WSJ 0.2908 | 0.3157 0.3206 +10.26* +1.57
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Table 7.6 shows an example of the topics associatech document. The
document is “AP900403-0219” that we discussed rttiGe 6.3.4.1. We list the top 5

topics for this document, with the top 10 wordgath topic.

Table 7.6: An example of the topics associated with a document by SSWB.
Topic 1: Topic 2: | Topic 3: Topic 4: Topic 5:
company bank company |yen million
stock debt million stock 1
share loan operate point 5
shareholder | billion business | close 2
takeover pay sale trade 3
buyout credit corp dollar 4
corp interest | announce | market 7
billion finance own exchange | 6
co lend base tokyo 8
percent financial | sell deal estimate

We show the retrieval performance with SSWB. Thpromements are not
much, however, the topics are based only on paheoflocuments. We have also done
retrieval experiments with the topics only as ie HDA-based retrieval by just ignoring
the document-specific words and background wonald tlae retrieval performance
remains similar (almost the same). On the fivédectibns — SIMN, FT, LA, WSJ, AP,
the fractions of words assigned to special wordsidution with the SSWB model are
14%, 9%, 15%, 13% and 11% respectively. This isyeresting observation: by
ignoring some of the text, the topics trained vatbbabilistic mixture models are

comparable, or even more effective, to IR thantdipecs trained on the entire collection.
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With this observation, further improvements on battiperformance and efficiency on

topic modeling for IR are possible.
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK

The goal of the research in this thesis was tostigate topic models in IR
framework and improve retrieval effectiveness. \Welied all three types of topic
models, developed or introduced a new topic maatedéch type, and presented two
frameworks to integrate them. In Chapter 4, 5 anadlésdiscussed one type of topic
models in each chapter, explored their applicabiotR tasks, and compared the
models within and across types regarding the efiicy and retrieval effectiveness on
TREC data sets. Manually-built topic models imgrogtrieval effectiveness, but the
overall results are not better than automatic nagtemd a method to selectively apply
manually-built topic models has been shown to loenmsing. Automatic topic models,
especially term group associating models as lab@xture models, have been shown to
be effective to IR with reasonable efficiency. LbAsed document models achieve
significantly better results over previous workgddarm-term association based on joint
probability also performs well with cost-benefitnsideration.

In this chapter we will summarize the researchrdmutions of this thesis, and

describe future directions.

8.1 Contributions
The contributions of the research in this thestsas follows:
® The first study of generative topic models usedépresentation in information

retrieval. We investigate a range of topic modetgecially generative topic
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models, in different manners of text representatiaine language modeling
framework. Retrieval effectiveness is evaluated @mpared.

® The first evaluation of LDA-style topic models witkry large text collections. We
evaluate LDA and other recent topic models on sdvepresentative TREC
collections of reasonable size.

® The first study of the computational efficiencyuss with using LDA-style models
for retrieval on very large text collections. Effincy is a problem for many
automatic topic models due to the expensive contipuateelated with large text
collections. We study the computation complexity.DA-style topic models, and
control the complexity with approximate parametdtisg in the LDA training
process.

® The first synthesis evaluation of older topic maugkechniques such as manually-
built thesauri and term association on large scallections. We propose a term
associating method and compare its effectivenetstreiditional similarity
measures on TREC collections.

® A cost-benefit comparison of simpler topic-modeltaghniques like term-term
association with LDA-based techniques. Effectiwsn@nd computation

complexity are discussed and compared for diffesgiés of topic models.

8.2 Future Work
There are a number of directions in which furtleselarch can be pursued:
1. Combining short-distance dependency and lontguitie dependency of

words. Long-distance (semantic) dependency and-gigiance (phrase) dependency
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have both been shown to be effective in IR expearntmerhese two types of
dependencies are the two main factors that have e to improve ad-hoc retrieval
performance, but rarely combined. We have ingagtid am-gram topic models
which contain both factors and obtained some istarg preliminary results. Also,
distance itself as a feature plays a crucial mk®pic models: it is shown in Chapter 5
that the distance between words can be used t@uapghe word associations for IR,
which can be regarded as a simple topic modelit 84dl] be interesting and promising
to study the distance feature, considering bothtstistance and long-distance
dependency, incorporate them into state-of-théegit models and explore the
effectiveness.
2. Faster or more effective topic modeling/appration techniques for IR.
The massive amount of data available today maladten impossible to apply very
complicated topic modeling techniques to large ifeweb-scale) data sets, and thus
makes it extremely important to improve the efingg of topic models. On the contrary,
studies with SWB in Chapter 7 show that more cooapdid techniques can potentially
further improve retrieval performance and/or effgatess. Mimno and McCallum
(2007) present DCM-LDA which is feasible on largale data, but it requires the
corpus to be structured, and how to structure Iie,dacluding Web data, is an open
guestion; other faster topic modeling algorithmgehalso been developed, such as (Li,
2007), and it would be interesting to test thefieeiveness on IR tasks. In addition,
studies in Chapter 7 shows that training on pathefdata may be as effective as the
full. Topic models that are more efficient andeefive are expected to further improve

their application in IR.
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3. Performance prediction and evaluation with lateixture models.
Performance prediction is a new task that IR reteas are just starting to pay more
attention to. Accurate prediction has the potemtial crucial impact both on the users
and the retrieval system. Evaluation has been daimental area in IR research for a
long time. The recently developed latent mixturedeis can find out topics more
accurate than previous techniques in retrieval exgaats, and their applications in
prediction and evaluation tasks can be benefioieiRtresearch.

4. Integrating or combining other features withicapodeling for IR. Most
current automatic topic modeling techniques capteraantic associations by analyzing
text co-occurrence, but data resource for IR oftamtains many other features, such as
the date and author of the document, and the pasiseech of the terms. Especially,
Web data contains hyperlinks, which has been aoefirto be an effective feature for
retrieval. How to combine these features togethan interesting and promising
direction. LSI and LDA-style topic models projé¢lbe data into a latent semantic space;
SVD-based hyperlink analysis also performs thelampirojection. Cohn and Hofmann
(2001) combine these two types of analysis; thecéiffeness of these types of models
in IR or whether it can be integrated into topicdaking itself would be very interesting.

Other directions for further research can be apglyopic models selectively,
e.g., different topic modeling approaches for ddfe queries/documents, post-
processing methods with obtained topics, or betierbination strategies. In addition,
the data and model we used for manually-built topodels have limitations. It would
be interesting to examine other data sets andrdiftesituations for hand-crafted topic

models.
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