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Qualitatively, the 50 Angstrom films exhibited about 10 times lower trap
generation rates and correspondingly lower trapped charge densities at failure
than the 200 Angstrom films. The 50 Angstrom films also had lower latent
defect densities, especially at the gate/field oxide periphery.
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EVALUATI O

This project was proposed to RADC by the former MOSTEK Corporation in
response to a general PRDA announcement on Failure Mechanisms in
Microelectronics. An important, attractive feature of the contractor's proposed
effort was his intention to do a study of the "latent" physical defects in thin film
silicon dioxide test capacitors, in addition to the usual electrical lifetime
characterization. This he did, using TEM surface replica imaging and biased EBIC
sample current imaging.

The effort involved study of the time dependent dielectric breakdown
characteristics of oxides of 200 Angstrom, 100 Angstrom, and 50 Angstrom
thickness under constant current stress. Current and temperature were
the main stress variables used. The test vehicle was a small (less than .001 square
centimeter) poly silicon/silicon dioxide/silicon capacitor fabricated with a process
similar to that used in commercial dynamic random access memory (DRAM)
products. The test matrix included 34 wafers of test capacitors, arranged in 17
cells, with about 1200 individual capacitors per cell.

An automated wafer level system was used to control stress and log data.
Sample voltage was monitored during stress, and C-V curves were taken initially
and after partial stress. Lifetime statistics, trapped charge density, and trap
generation rate were extracted from the data. An attempt was made to correlate
electrical test results with physical characteristics of the films, such as latent
defect type, density and location, as determined by transmission electron
microscope (TEM) surface replica imaging and electron beam induced current
(EBIC) unbiased and biased sample current imaging techniques, which were done on
both stressed (failed) and unstressed samples.

Qualitatively, the 50 Angstrom films exhibited about 10 times lower trap
generation rates and correspondingly lower trapped charge densities at failure than
the 200 Angstrom films. The 50 Angstrom films also had lower latent defect
densities, especially at the gate/field oxide periphery. (Section 6 summarizes
conclusions).

Most of the raw data from this experiment is available on mag tape. At
another time, further analysis may be done to look more carefully at lifetime vs.
wafer position, early vs. main population failure modes, and failed vs. surviving
capacitor electrical characteristics.

DANIEL J."BURNS
Project Engineer
RADC/RBRP
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Time Dependent Breakdown of Silicon Dioxide under
Constant Tunneling Current Stress

1.0 INTRODUCTION

The scaling of microcircuits in order to achieve higher
packing densities and performance I has resulted in the
introduction of scaled oxides on the order of 100 Angstroms
thick or less. This document contains a study of time
dependent breakdown characteristics of oxides in the 200
Angstrom, 100 Angstrom and 50 Angstrom thickness range under
constant current stress.

A Hadamard matrix technique has been used to study the
effects of constant current electrical stress, oxide
thickness and its interdependence with the accelerating
variables time dependence, radiation effects and elevated
temperature on charge trapping and oxide breakdown. An
attempt was made to gain some understanding of the
fundamentals of the oxide-silicon interface characteristics;
as well as, the nature of latent defects and their
development in the oxide. A goal was to gain some
understanding of oxide defect interaction with these
acceleration variables. One of the main objectives of the
study was to develop a mathematical model expressing the
effects and interdependencies of the test variables on
charge trapping and oxide breakdown.

An automated prober system with computer control of
electrical stress, temperature stress and computerized data
aquisition and analysis of the electrical data was used in
this study. The system and software will be discussed in
the experimental set-up section of this document.

The computerized aquisition and analysis of data and
the use of the Hadamard matrix analysis technique allowed
for the analysis of a large data base in a short period of
time.

The test vehicle for this work included oxide test
capacitors arranged with two test wafers per cell, 1200 test
capacitors each cell. The test capacitors are of small area,
less than 0.001 square centimeters in area and are oxide
test vehicles of the type used for oxide feasibility
studies. The fabrication process used to produce these test
capacitors was that similar to
the crocess used to produce commercially available dynamic

• ra m mmim | i m 1



random access memories (N polysilicon/(silicon-dioxide)/P
silicon).

Physical, as well as electrical analytical techniques
were used in the characterization effort. These techniques
included TErl replication (21 of the capacitor oxide surfaces
of electricaly good and failed test capacitors and SEM
signal current (with and without negative bias) study of
some of the good and failed oxides of the cell capacitors;
the Si substrate under some of the cell capacitors was
replicated to study any relationship between Si defects and
defects in the capacitor oxides.

One of the objects of this investigation was to attempt
to physically image latent defects or the physical effects
of these latent defects in the oxides using TEM replicas
and/or the SEM signal current technique and to relate what
was detected in the physical data to what is observed in the
electrical data. Other techniques, such as liquid crystal
detection of high current points, can be used to image areas
drawing high current in thin oxides; [31 however, it was
hoped that signal current imaging would provide lower
current detection limits than other methods.

Another object was to study the effects of and
interactions of the several stress variables on the rate of
trap generation and oxide breakdown and to study the
relationship between this and the development of and/or
activation of early life failures and latent defects in the
oxides and to draw a mathematical conclusion expressing the
effects and interdependencies of these test variables on
charge trapping and oxide breakdown.

The replica technique has been used with the voltage
ramp method of stressing oxides to image defects in the
oxides in the past [4]; therefore, it is a logical technique
to use in the evaluation of oxides under constant current
stress. Differences between what was detected with oxides
stressed using the voltage ramp method and oxides stressed
under constant current were observed.

Some of this data was presented to RADC in the two oral
presentations (51. Three physical defects could be detected
using this technique, round pin holes, larger areas that
seemed to be thin areas in the oxide and oxide defects
that looked like two small marks in the oxide. When the
substrate Si under the oxide was replicated, it was seen that
the "tc mark" defects .were related to material defects in
the Si substrate [61.



One might expect the constant current stress method to
yield different results, and it did. In general, the three
physical defects seen in the voltage ramp method were not
seen in the constant current stress method.

It was determined that signal current with no bias
would not show the oxide defects; therefore, a variable
negative bias was applied to the substrate so that the image
of the oxide defects was enhanced (the technique will be
expounded upon in the experimental set-up and physical
analysis sections).

This work represents the effort of several persons in
the Advanced Technology Group and Reliability Group at
SGS-Thomson Microelectronics over a 2 year period. Thanks
are expressed to all persons involved in the effort over the
last two years.

We hoped to explore some new areas in this study and
develop a clearer understanding of the physics of these
ultra-thin oxides.

2.0 EXPERIMENTAL DESIGN

The experiment was designed to be run using standard
VLSI test vehicles of a type used in development work
involving DRAMs. The test vehicles have been designed to be
tested with an automated stress and characterization system
to yield data for evaluation of the effects of the several
stress factors used in this experiment on the integrity of
the thin oxides in the test vehicles. The development of
latent defects in these test vehicles was monitored using
analytical methods that can provide relationships between
the integrity of the oxides under test and the stress
factors.

The fabrication and structure of the test vehicles will
be more fully covered in the sample preparation section of
this technical report.

2.1 SCOPE OF THE PROJECT

The scope of the project is the study of defects
produced in thin oxides in the three thickness ranges, 30
Angstroms, 100 Angstroms and 200 Angstroms, under constant
current stress, and the evaluation of the processes involved
in ultra-thin silicon dioxide breakdown.

3



The effects of and interaction of oxide thickness,
constant current stress, temperature, time and radiation
exposure on the rate of trap generation and oxide breakdown
were to be studied. The development of latent oxide defects
was electrically and physically monitored in the ultra-thin
oxide of the capacitors.

Three characterization techniques were used in the
study of these ultra-thin oxides: electrical
characterization (I-V and C-V), TEM replica imaging and SEM
imaging using unbiased and negative biased signal current
and secondary electron imaging.

2.1.1 The Object of the Experiment

The object of the experiment was to gain knowledge of
the effects of several stress factors on the production of
defects in these ultra-thin oxides and the development of
latent defects and to produce a mathematical model for the
interrelation between these stress factors and oxide
quality, latent oxide defects and charge trapping.

2.1.2 Background Research

Scaling of VLSI design dimensions has occured in recent
years in order to provide for higher packing density and
better circuit performance; therefore, reliability of oxides
in the 30-300 Angstrom thickness range is of deep concern.

Concerns include the reliability of such oxides under
radiation exposure, electric field stress and tunneling
current leakage. Study of the tunneling characteristics and
dielectric breakdown modes of oxides in this range of
thickness may provide an understanding of the dielectric
strength and oxide-silicon interface characteristics of
these oxides. The relationship between these stress factors
and stress time-to-fail, charge trapping and charge trap
generation was investigated.

2.1.3 Stress Factors

The stress factors that were evaluated included:
temperature, constant current stress, stress time and
radiation dose. The relationship of these stress factors to
oxide time-to-fail, charge trapping and charge trap
generation was investigated.



2.1.4 Evaluation of the Data

The automated electrical stress and characterization
system was used to study the largest number of experimental
test vehicles in the shortest time.

The Hadamard matrix evaluation technique (7) was used
to analyze the data and evaluate mathematical relationships
between the input variables and the several output
variables.

In one-at-a-time experiments, only one factor in each
run is changed, while the other factors are held constant.
In an experiment with five factors, this would require 335
runs to determine the relationships between those factors.
Obviously, this may lead to incomplete coverage of the
experimental space, missing relationships between factors,
and the possibility of erroneous assumptions.

In factorial experiments, the use of factorial
arrangements for the factors in an experiment make each run
yield information concerning every factor. The Hadamard
matrix makes use of one such design involving factorial
experiments.

Our experimental matrix is a Hadamard arrangement which
is designed as a two-level, half-factorial matrix (i.e. 2E5
= 32 runs for five factors), we have elected to use a
half-factorial matrix which involves 16 runs plus one center
point run for a total of 17 runs. In this way, our
responses no longer contain information about a single main
or interaction effect. However, they contain response
information from two or more effects. This is known as
confounding. These special cases of factorial matrix design
will be discussed more extensively in the specific section
concerning our experimental matrix design and analysis.

Micrographs documenting defects observed were made in
the signal current mode, secondary electron mode and TEM
micrographs were made on the replicas of the areas on the
test vehicles to be evaluated and 8X10 TEM prints were
produced for evaluation of this physical defect data.

An effort was made to relate physical data to
electrically observed effects and it was found that there
was some relationship between the physical observed data and
electrical data.



2.2 THE HADAMARD MATRIX

The Hadamard matrix was used to obtain the most
information with few experimental splits. The Hadamard
matrix technique will be discussed in more detail in the
Statistical Data Analysis and Discussions section. The
experimental matrix consisted of 17 cells of two
semiconductor wafers each having 600 test dice for a total
of 1200 test dice per experimental cell (see Table 1.1 ).

The following were experimental matrix input variables:
cell, wafer, oxide thickness, stress temperature, stress
current, stress time and radiation exposure dose.

The following were the main electrical output:
time-to-fail data, charge trapping data, I-V data and C-V
data; these, as well as, the physical data were evaluated in
the Electrical Measurements and Stress Results section, the
Physical Analysis section and Statistical Data Analysis and
Discussions section of this report.

The output variables for the physical data included:
TEM replica trends observed on the micrographs and SEM
signal current trends observed on the micrographs. These
data will be covered in the Physical Analysis section of
this report.

2.3 STRESS FACTORS

The effects of each of the stress factors have been
evaluated using the Hadamard matrix technique and this is
covered in detail in the Statistical Data Analysis and
Discussions section of this report.

2.3.1 Electrical Stress -- Time Dependence

Three stress times were used in the experiment, 1 sec.,
10 sec., and 60 sec.

2.3.2 Radiation

The wafers to be exposed to radiation were exposed
accordina to the schedule of the experimental matrix and
w.-ere electrically stressed and characterized within one week
of the exposure. After the electrical stress and
characterization, physical analysis was conducted on the
wafers.
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Wc? %DF=S =2!S = J9m A G&M SE STPESS TVPY Uz STMZSS
I I Anaqs. MIAD I CL=I C= LS %

1 150-323 23.47 200 -500 Z Z430 1 SEC

2 0 25.46 200 0 -5.1-4 ]0 I SEC

3 0 37.33 200 500 -S.1-4 1.25 1 SEC

4 * 27,43 200 0 -S.Z-4 =5 60 SEC

5 * 011.7 so S00 -5.Z-4 125 G0 SEC

6 * 33.42 200 S00 -Z.Z-4 1.25 60 SEC

7 * 2.1.6 so a -5.Z-4 30 60 SEC

1 34.41 200 0 -Z.E-4 =.5 I. 5!:

9 * 35.40 200 500 -5.1-4 30 60 SEC

10 * 032.5 so a -5.Z-4 1235 1 SEC

1- 04.14 50 0 -2.1-4 1.25 60 SEC

36.39 200 0 -3.1-4 30 60 SEC

13 * 05.2.3 so 500 -5.1-4 30 1 SEC

14 * 06..1 so S00 -3.1-4 125 1 SEC

is5 08.2.0 so Soo -Z.1-4 30 60 SEC

16 0 0.01A so 0 -Z.ZE-4 30 1 SEC

17 a 20.30 100 so -3.5t-4 70 10 SEC

TABLE 1. HADAMARD EXEIRIMENTAL MATRIX



Radiation-induced defects in MOS oxides have been the
object of several studies and hydrogen atoms have been
considered to have a a role to play in the generation of
these defects; however, their role in the process or other
areas of the process are not yet clear. SIMS and FT-IR
measurements have indicated results consistent with a model
where free hydrogen atoms generated by the irradiation move
toward the interface and attack a Si-Si bond forming a SiH
bond and an Si dangling bond or a Si-O-Si bond forming an
SiOH and a hole trap. It has been determined by SIMS and
FT-IR that under irradiation, hydrogen atoms do move toward
the interface and that SiH and SiOH bonds increase at the
interface giving credence to this model; therefore, it may
be necessary to limit the exposure of ultra-thin oxides to
hydrogen in the fabrication process [8]

The radiation exposure was performed at Texas A and M
University, Nuclear Science Center, College Station, Texas.
The radiation source at Texas A and M is calibrated using a
traceable rldh electronic ion chamber. The following
conversions were used to determine the proper irradiation
times necessary for this work: from the Radiological Health
Handbook the conversions were found:

1 RAD = 100 erg/g (1.1)

I R = 86.9 erg/g air (1.2)

Readings at the surface of the source where the samples
were placed were calibrated to be 1454 R/min.; therefore,
for 500 KRAD irradiation, the time was found by first
convertina rads to roentgen 575 KR and then dividing by 1454
RPmin. The time for irradiation of the 500 KRAD sample

wafers was found to be 6 hours, 35 minutes (for example).

An assumption that had to be made here was that the
silicon wafer has the same dose factor as for air; from this
the conversion factor from rad to roentgen is made [9]:

IR !Rad = 100,86.9 = 1.15 Rirad (1.3)

Cells were exposed to one of three doses of Co 60
radiation, 0 KARD, 50 KRAD, 100 KRAD and 500 KRAD. Co 60
produces gamma radiation and the energies of the modes of
decay for Co0o are the following: Beta -- 0.315 MeV
(99.7 r, 0.67 !Iev (0.2A and 1.49 mewT (0.!%) with a decay Q



value of 2.82 MeV; gamma -- 1.33 MeV (100%), 1.17 MeV
(99.9%) and 2,200 m/sec neutron absorption cross section
(barns) - 2.0 [101.

2.3.3 Elevated Temperature

Cells were temperature stressed at one of three
temperatures 30 degrees Celsius, 70 degrees Celsius and 125
degrees Celsius

2.3.4 Electrical Stress -- Currents

Three stress currents were used in this experiment:
-2.OE-04 amp, -5.OE-04 amp and -3.5E-04 amp. These currents
were selected after indications of data taken before the
start of the experimental matrix electrical stress ( the
area of each test capacitor was 6.35E-4 cm**2).

2.4 ELECTRICAL CHARACTERIZATION

Fully automated stressing, electrical measurement and
data analysis techniques were used in this work.
Measurements of current-voltage (I-V) and
capacitance-voltage (C-V) characteristics of each test die
was made and recorded using our computerized system.

The electrical analysis included continuous monitoring
of and recording of voltage as a function of time during
constant tunneling current stress.

2.4.1 The Electrical Stress and Characterization Technique

The technique used in this study was constant current
stress for the three different current splits and three
different time splits as detailed above. The experimental
stress was completed using an automatic stressing system.

2.4.2 Prober Hardware

A PDP-l. ,73 computer is interfaced with a Keithley
S-350 test system through a DMIA interface. The Keithley is
used for the constant current stress and to connect the
measurement cables of two Hewlett Packard Instruments to the
device under test. The H.P. 4192A and H.P. 4104B are
controlled by a General Purpose Interface Bus which is
connected to the PDP-ll//73. The PDP-11/73 provides control
of the capacitance data taken on the H.P. 4192A and
controls the I-V measurements taken on the H.P. 4140B. The

9



2001X Auto Prober is used to step the wafer during testing.
The manual hot chuck keeps the temperature at the proper
setting (30, 70 or 125 deg. C). All data collected is
transmitted across the Ethernet to a MicroVAX 3600 for data
analysis. The outputs are printed on a LNO3 Plus Laser
Printer.

2.4.3 Prober and Test Software: the following is a list of
software used in this work -- Main Program: OXIDES - Calls
all supporting subroutines; Subroutines: INITI -

Initializes all general auto prober parameters, INITOA -
Initializes all device specific parameters, CVZERO - Loads
opens and shorts registers in HP 4192A, OXSET - Allows
default set points of all stress and measurement parameters
to be changed, STRTO - Allows input of wafer information,
LOKATE - Returns wafer position, SHORTS - Checks for shorted
capacitors, CVLOW - Controls the HP 4140B for I-V
measurements, CVHIGH - Controls the HP 4192A for C-V
measurements and STRESS - Controls the Keithley S-350 for
current stress measurements.

2.5 PHYSICAL CHARACTERIZATION

The physical analysis was not automated and was very
labor intensive. Two physical characterization techniques
were used in this work. TEM C-Pt/Pd two-stage replicas of
the oxide surfaces and substrate surfaces to be evaluated
were produced, examined and photographed in the TEM and the
SET! unbiased and negative biased signal current technique
with an scanning Auger microprobe providing the signal
current was used to image areas with possible oxide defects.
Secondary electron images were also used. It was determined
that bias on the test capacitor was needed in order to image
defect and latent defect areas; therefore the signal current
technique with bias (EBIC) was used in this study.

It was thought that the use of the TEM replica
technique would provide needed resolution to image surface
defects in the ultra-thin oxides and would have the
advantage over SEM techniques not only in providing more
resoluticn, but also in the fact that the replicas would
provide a charge free surface; whereas one might run into
charging problems in the close examination of the ultra-thin
oxide surfaces in the SEN mode.

2.5.1 TETI Replicas

1 ()



The TEM replica technique used in this study is an old
technique having been used for over 30 years; however, it
provides enough resolution for a study of this type. The
replica sample preparation technique will be covered in
detail in the physical analysis section of this report.

Replicas of the oxide surfaces and substrate surfaces
that were under study were made, optical maps were made for
each replica sample and the replicas were examined and
Dhotoaraphed in the Philips EM420T in the TEM mode using an
accelerating voltage of 120 KV.

Stressed versus unstressed oxides were adjacently
located and were analyzed using the TEM replica technique.

The oxide surface at the oxide/polysilicon interface
was replicated and TEM examinations of this surface was
conducted on five test vehicles from each cell. Earlier
work at UTC-rlostek had seen a correlation between physical
defects observed using the TEM replica technique in
ultra-thin oxides and materials defects in the Si substrate
of test vehicles of the same type used in this study;
however, the .oltage ramp method of electrical stress was
used in that .o rk (i].

The silicon surface at the silicon/oxide interface was
reolicated and TEM1 examinations of this surface were
-onducted on two test vehicles per cell.

The instrument used for the TEH replica study of the
oxide ind Si substrate surfaces is a Philips EM420T
analticl electo,-n microscooe. The instrument provides
about 2 An-strLom resolution in the TEri mode, about 15
Anostrom ,esolution in the STErl mode and about 25 Angstrom
resolution in the hioh resolution SEV mode.

An acceleratino voltage of 120 KV was used for the
e -o,: n this instrument.

in sinal current work, the electrcn-beam-induced
curent v Lnoe,,oitv modulatedi on 'he "iewina screen to show
th -'''o - local areas in the oXide d a'in- hiah
current. Siinal current is ne oEf several techniques which
can be used to localize defects in rOS capacitor oxide
s t !: 7 "



Three test vehicles from each cell were physically
analyzed using SEM techniques including sample current and
secondary imaging and detected defects in the oxide were
documented; as well as, the minimum bias required to show
the defects was documented.

Stressed versus unstressed test vehicles were
adjacently located and were analyzed using this SEM signal
current and secondary electron imaging technique.

The minimum negative bias voltage required to cause an
image of the oxide defect area in the test vehicles was also
recorded.

This technique makes use of a rastered and focused
electron beam striking the surface of the sample while the
substrate current induced by the beam is monitored. The
substrate current is used to intensity modulate the SEM CRT
so that local defect sites can be recorded.

In this case, an external negative bias was used to
enhance the intensity of the defect area image. It was
observed that the minimum negative bias required to cause a
signal current image to be detected was changed with
different samples.

A scanning Auger microprobe was used to provide the
electron beam and viewing circuits for the signal current
wo rk.

This system was used only because of the availability
of the sarnole current preamplifier attached to the
instrument. The samples were mounted on a miniature probe
station )nd then attached to a modified sample mounting stub
and a sim;ule vnltaae divider circuit was used to apply
negative bian to the structures (see Figure 5.1 for
illustration of the techniaue).



3.0 SAMPLE PREPARATION AND TEST SET-UP

3.1 Introduction

The !OS capacitors used in this investigation were all
fabricated on (100) oriented p-type silicon wafers. The
startinq resistivity was 7-9 ohm-cm, the wafer thickness was
25 +,- 2 mils, and the wafer diameter was approximately 100
millimeters. The silicon substrate forms the bottom
capacitor plate with edges defined by an isolation oxide.
The dielectrics under investigation are grown in the areas
between the isolation oxide. The top capacitor plate is
formed from deposited polysilicon capped with Al. The top
capacitor plate is patterned and etched in such a manner
that the plate edges are over the thick isolation oxide to
avoid localized high electric fields at the edges of the
polysilicon. This means that only the silicon
substrate.oxideipolysicicon capacitor structure is under
study and the investigation is generally free from any
influence of a mechanical edge structure. Although this is
the best structure to study only the dielectric, about 15%
of the defect locations (using EBIC analysis) are on the
isolation to capacitor oxide edge. This means that some
mixed failure modes are present in the data. The top plate
material is patterned into lines which lead to probe pads
also located over the thick isolation oxide so that during
testing no pressure from the probe pins is transfer-e C to the
thin dielectrics under investigation. The capacitor size
used in this investigation were 6.35E-4 centimeters squared.
FIGURE 3.1 is an illustration of the test structure.

3.2 Wafer Fabt:ication

The Qrocess flow outlined in TABLE 3.1 below and the
process traveler contained in addendum A were used to
prepare the wafer samples. The process basically involves
the use of a standard type LOCOS active area isolation with
a field isolation implant, a sacrifical oxide before the
caDacitor: oxide, the capacitor oxide grown to various
thicknesses, and a top capacitor plate of n-type doped
rclysilicon caped with A!. The Al cap over the polysilicon
plate is used to promote charge dispersion through out the
plate. The Al is doped with - 0.5% Cu and - 1.0% Si. The
caracitcr oxides were orown in a Bruce induction heated
horizontal furnace fitted with a standard type gas jungle.
The ambient for growing the capacitor oxides was a mixture
, f acg n, o"y4en, with 1,l,l-trichloroethane (TCA) added
]urin thc main oxidation portion of the growth cycle.
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WAFER PROCESS FLOW TOA rev. A (Thin Oxide Analysis)

1. LASER SCRIBE
SCRIBE LOT NO., REV. NO. AND WAFER NO.

2. DIFFUSION PIRANHA (H2SO4/H202)
3. 10/1 (H20/49% HF) 20 SEC
4. INITIAL NITRIC ACID CLEAN
5. INITIAL OXIDE

THICKNESS SPEC 600-700 A
6. NITRIDE DEPOSITION

THICKNESS SPEC 900-1000 A
7. LP III BAKE
8. SPIN BAKE 6K RPM 1400-27 RESIST
9. ALIGN LEVEL 1
10. BATCH DEVELOP 45 SEC
11. PLASMA SILICON NITRIDE ETCH
12. IMPLANT 8.OOX10+13 30 KV BORON
13. ACETONE STRIP
14. INJECTION PIRANHA .H2SO4/H202)

15. 10/1 (H20/49% HF) 5 SEC
16. PRE GATE NITRIC ACID CLEAN
17. FIELD OXIDATION

THICKNESS SPEC 5.0-6.0 KA
18. 10/1 (H20/49% HF) 1 MIN
19. WET SILICON NITRIDE ETCH 45 MIN
20. 10/i (H20/49% HF) 2 MIN 30 SEC
21. PRE GATE NITRIC ACID CLEAN
22. STRIP GATE OXIDE

THICKNESS SPEC 600-700 A
23. CAPACITOR OXIDATION

THICKNESS VARIABLE
24. FIRST POLY DEPOSITION

THICKNESS SPEC 4.5-5.5 KA
25. PHOS DEPOSITION 900C

RS SPEC 30-40 OHM/SQ
26. 10/1 (H20/49% HF) 20 SEC

LP III BAKE
28. SPIN BAKE 5K RPM AZTOPLATE RESIST
29. BAKE 155C 30 MIN
30. WET POLY TILL BACKS CLEAR
31. WET OXIDE ETCH LOT

7/1 (NH4/HF) 38C TILL BACKS CLEAR +5 SEC
32. ACETONE STRIP
33. INJECTION PIRANHA (H2S04/H202)
34. PRE EVAP PIRANHA (H2SO4/H202)
35. METALLIZATION

THICKNESS SPEC 5.5-6.5 KA
36. LP III BAKE
37. SPIN BAKE 4K RPM 1318 SFD RESIST
30. ALIGN LEVEL 2
39. POST EXPOSURE BAKE
10. BATCH DEVELOP 100 SEC
11. PLASMA DESCUM
'12. BAKE 125C 30 MIN
13. WET METAL ETCH LOT

ETCH TILL CLEAR + 20 SEC
44. PLASMA POLY ETCH LOT
15. ACETONE STRIP
lfK. PLASMA RESIST STRIP

BACKSIDE METALLIZATION
THICKNESS SPEC 5.5-6.5 KA

LX\;2 E 3. . F 17:\ PR ss I i<
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The same ambients were used to grow all of the oxide
thickness ranges. The polysilicon was doped n-type at 900
degrees C using a POC13 source. The POC13 carrier gas was
N2 and the source temperature was 24.0 +/-1.0 degrees C.
The polysilicon doping step was the only high temperature
step that the oxides under study saw after growth. The
Al/polysilicon sandwich was patterned using typical
photoresist techniques and etch in phosphoric acid metal
etch followed by a polysilicon plasma etch. After resist
removal Al was sputtered onto the back of the Si substrates
to reduce the chuck to wafer resistance.

3.2.1 Capacitor Growth Cycle

The capacitor growth cycle shown in FIGURE 3.2,
illustrates graphically the changes in temperature and
ambient with time. The argon to oxygen volume ratio was
modified to actain the oxide thickness spread defined by the
experiment and yet maintain as many growth conditions as
possible constant. The time of the central portion of the
oxidation cycle was also adjusted to aid in reaching the
target thicknesses once the range had been reached with gas
ratio modifications. The chlorine to oxygen ratio was held
at 3.0 + - 0.2% by volume for all of the oxide thickness
ranges grown. The chlorine source used was
1,1,1l-trichloroethane at 23.0 </-1.0 degrees C with oxygen
as the carrier gas. The ratios of argon to oxygen used to
adjust the partial pressure to provide different oxide
ranges using approximately the same oxidation rate are shown
in TABLE 3.2.

oxiie thickness argon : oxygen
range

200 angstrom 2 :

100 anqstrom 3 1

30 anastrom 1

TABLE 3.2 EXPERIMENTAL THICKNESS RANGES
ARGON : OXYGEN RATIOS
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3.3 ELECTRICAL TEST SET-UP

FIGURE 3.3 is a diagram of the test system and TABLE
3.3 is a summary of the electrical test parameters that were
used to test the wafers.

The Keithley S 350 Parameteric Tester is the base
system selected for forcing current and measuring voltage.
This system includes: The PDP11/73 computer, the Keithley
instruments and the 2001X Auto Prober.

The digital PDP11/73 computer has 4 mega-bytes of
memory, the RAM Disc uses 2.0 mega-bytes of the memory,
Fujitsu 2351 Eagle Disc drive (474 mega-bytes unformatted),
a G.P.I.B. (General Purpose Interface Bus) board, DMA
(Direct Memory Access) board and an Ethernet (a network
interface) board. The operating system used was RSX llm
Ver. 4.1 and all test routines were written in Fortran 77
Ver. 5.0.

The Keithley has Current/Voltage sources, a Voltage
meter, a Current meter and Relay matrices. The Relay
matrices are used to connect the Current source to the
proper D.U.T. pin on the 2001X Auto Prober via a coaxial
cable and probe card.

The 2001X Auto Prober is a cassette to cassette
automated wafer handler. The TC 2000 Thermal Chuck was
added to the 2001X Auto Prober to control the temperature of
the wafer during test.

The Hewlett Packard 4192A was added to the system to
pro;ide Capacitance curves. The measurement cables are
connected to the D.U.T. via the Keithley Relay matrices.
The PDPlli,73 is used to control the H.P. 4192A via the
G.P.I.B. board (IEEE).

The Hewlett Packard 4140B was added to the system to
provide Fowler-Nordheim curves. The measurement cables are
connected to the D.U.T. via the Keithley Relay matrices.
The PDPI'73 is used to control the H.P. 4140B via the
G.P.I.B. board (IEEE).

Due to the amount of raw data generated for each wafer
a digital ricroVAX 3600 system with a LN03 Plus Laser
Printer -as choosen for data analysis, manipulation and
reduction. Th- operating system used was VrIS Ver. 4.7 and
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TABLE 3.3 SUMMARY OF THE ELECTRICAL TEST SET-UP

TEST # PURPOSE ELECTRICAL TEST

1. Check for initial Measure continuity between gate
pinholes in thb aud substrate. Leakage current
oxide. must be less than 100nA at -5.

volts to pass test. (-5. is 2.5
Mv/cm for a 200 Angs. oxide)

2. Obtain tunneling Using H.P. 4140B measure current
current curve to while ramping voltage from O.OV
breakdown on the to -35.0 volts. 0.5 volt per sec
two center die. true ramp, measuring current at

0.5 volt increments.

3. Perform a pre- Using the H.P. 4192A and using the
stress following criteria:
capacitance Tox Start Voltage Stop
curve measurement 200A -10.0 +3.0
on all die except 100A - 6.0 +5.0
two center die. 50A - 4.0 +4.0

****l.OMhz frequency
****0.i volt oscilator level
Measure capacitance every step
interval where

stop-start
step - ------------

100
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all output software was written in RPL Command Language,

RS/l Ver. 3.0.

3.4 Electrical Test Software

Refer to TABLE 3.4 for a summary of the Testing
software.

The purpose of the testing software was to have a Menu
driven program that would allow you to make easy changes to
the input parameters.

The main program name is "OXIDES", the purpose of the
main program is to coordinate the calling of all of the
subroutines. Each subroutine performs a portion of the
overall wafer testing task. The main program flow and the
flow of all of the test subroutines are explained in detail
in the following paragraphs. "OXIDES" The main program
flow:

1) Declare all input and output variables.
2) Initialize all input variables to the default settings.
3) Call "INIT!" and "INITOA" to setup all the parameters

in the 2001X Auto Prober and to attach the communication
line of the 2001X Auto Prober to LUN (Logical Unit Number)
file number. This allows the PDP11/73 computer to
communicate with the 2001X Auto Prober without any
interruption.

4) Call "CVZERO" to remove any stray capacitance between
the H.P. 4192A and the D.U.T. This is accomplished by taking
several readings with the probe pin about 10 mils. From the
wafer chuck. Then taking several readings with the probe
pin touching the wafer chuck. The location of the chuck (X
and Y coordinates) and the open and short positions of the
motor that raises or lowers the wafer chuck are saved in the
program. Every 25 die the program will stop testing and
return the chuck to this same position to rezero the H.P.
4192A, then resume testing.

5) Display the default settings of all of the input
parameters. If there are any changes to be made, then call
"OXSET". This subroutine allows you to change the input
parameters and then re-displays the input parameters.

6) Call "STRTO" to request wafer information, auto align
the wafer and prepare for testinq to begin.

7) Setup a generic output file name to be used in the
subroutines "STRESS", "CVHIGH", "CVLOW" and ."SHORT".

8) Search the disk for old data files for the same wafer
number as the wafer number being tested. If any old data
f -les are found they are opened and read in to input the die

21



Main Program: OXIDES - Calls all supporting subroutines.

Subroutines: INITi - Initializes all general Auto Prober
parameters.

INITOA - Initializes all device specific
parameters.

CVZERO - Loads Opens and Shorts registers
in the H.P. 4192A.

OXSET - Allows default set points of all
stress and measurement parameters
to be changed.

STRTO - Allows input of wafer information.

LOKATE - Returns wafer position.

SHORTS - Checks for shorted capacitors.

CVLOW - Controls the H.P. 4140B for I.V.
measurements.

CVHIGH - Controls the H.P. 4192A for C.V.
measurements.

STRESS - Controls the Keithley S 350 for
Current Stress measurements.

TABLE 3.4 TABLE OF ELECTRICAL TEST ROUTINES

22



number to restart testing. The wafer is stepped to the last
die tested and testing resumes. (the output software does
not use any duplicate data, only the first file is used.)

9) The testing loop is entered at this time and the
program will loop until all of the die on the wafer have
been tested.
10) Call "LOKATE". to find the wafer chuck position.
11) Check to see if 25 die have been tested since the last

time the H.P. 4192A has been zeroed. If so, call "CVZERO" to
rezero the H.P. 4192A.
12) Enter a nested testing loop to test the four capacitors

on each die.
13) Call "SHORT" to check for shorted capacitors, if

shorted jump to Step 18.
14) Check die number, if equal to 79 or 80 then call

"CVLOW". After taking the I.V. curve move to the next
capacitor to be tested and jump to Step 18 or to Step 10 if
the last capacitor on this die has been tested.
15) Call "CVHIGH" to take a pre-stress capacitance curve.
16) Call "STRESS" to stress capacitor.
17) Call "CVHIGH" to take a post-stress capacitance curve.
18) Move to the next capacitor to be tested.
19) Loop to Step 13 if there are more capacitors to be

tested on this die.
20) rove to next die to be tested.
21) Loop to Step 10 if there are any more dies to be tested.
22) Unload the tested wafer from the wafer chuck.
23) End of testinq program.

"CVHIGH" Subroutine flow:
1) Declare all input and output variables.
2) Encode all voltages and frequency into internal form for

the caco'citance curve to be taken on the H.P. 4192A.
3 Connect the H.P. 4192A to the D.U.T.
4] lo'.e the rrobe pin to the zero pad on the die.
3) Load the opens and shorts data gathered when the H.P.

4192A was zer_.e -.
6) Load all parameters previously encoded into internal

form to the H.P. 4!92A.
7) Tleasure capacitance of the zero pad on the die.
8 Move back to the capacitor to be measured.
?i Ente,. the measurement loop to take the capacitance

c U r v e .
10) Take the capacitance measurement.
i!i Store the ,eading and loc to step 10 until the

capacitance curve is complete.
12) Calculate the oxide thickness.
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13) Write the output file.
14) Return to the main program
"CVLOW" Subroutine flow:

1) Declare all input and output variables.
2) Connect the H.P. 4140B to the D.U.T.
3) Encode all voltages into internal form for the I.V.

curve to be taken on the H.P. 4140B.
4) Load all parameters previously encoded into internal

form to the H.P. 4140B.
5) Enter the measurement loop to take the I.V. curve.

6) Take the I.V. measurements.
7) Write the output file.
8) Return to the main program

"SHORT" Subroutine flow:
1) Declare all input and output variables.
2) Connect Keithley voltage source and current meter to

the D.U.T.
3) Force 2.5 Meqavolt per centimeter and measure the

current.
4) If absolute current is less than 100 nanoAmps, then set

pass flaq true and return to the main program.
5) write blank files for the stress file and for the two

C.V. curves for this capacitor.
6) Return to main program

"STRESS" Subroutine flow:
1) Declare all input and output variables.
2) Connect the Keithley current source and voltage meter

to the D.U.T.
3) Reset the clock to zero.
' I For- the stress cur-ent on the capacitor.
') Enter the measurement loop.
6) Measure the voltage and the time that has elapsed.
7 Write the data to the RAM disc and loop to Step 6 until

the stress len4th time is reached.
8) Write the data collected from the RAM disc to the hard

'isc output file.
9) Retu:n to main proqram.

• ]



4.0 ELECTRICAL MEASUREMENT AND STRESS RESULTS

4.1.1 Electrical Data Measurement Introduction

From the test routines in TABLE 3.4 in section 3.4,
data was taken from each tested capacitor. Data for each
capacito, consisted of pre-stress data testing, oxide

stress, and post-stress data testing. Originally the pre-
stress data testing included a pinhole test, an I-V, and a
CV. It was found that the I-V needed to be in the
measureable tunneling current range to be of any validity
and that these current levels amounted to a stress on the
oxide whose stress amount could not be quantified and there-
fore yielded results out of context. For this reason the
initial and post-stress I-V test was dropped. After the pre-
stress testing, each capacitor received a constant negative
current stress for a prescribed time. The current densities
and stress times were determined under the conditions of the
contract to acquire the necessary data from the number of
parameters being examined. The cells which required
radiation exposure were treated before the electrical
testing began. Radiation levels were determined for levels
discussed in the literature which gave changes great enough
to detect (David Fisch). During the electrical constant
current stressing the voltage levels required to maintain
the prescribed current were monitored (FIGURES 4.1A and
4.1B) and recorded. After the constant current stress, post
CV plots -ere generated.

1.1. 2 Pr,? Stress Testing

2 ..21 PJhnhole L est

Pintj*1e tests were taken on each capacitor at various
voltage ,:anges according to the oxide thickness range. -5
volts was used on the 200 angstrom oxide range, -2.5 volts
.as used on the 100 angstrom oxides and -1.25 volts on the
50 angstr-m oxide range of oxide thickness. A -100.0

nanoanc cuturent flag signified a pinhole at the specified
"oltae. The capacitors used in this study were of 6.34E-4
cm squared area. The total area per wafer tested was 3.8E-1
cM squared and no die were found to be failing the pinhole
test fo,: any oxide thickness. This finding is consistent
with typical pinhole densities at SGS-Thomson Americas. The
pinhole density is low enough to require larger test areas
to make a significant determination
'.1.2.2 re C-V testino
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Due to the variation in oxide thickness the magnitude
of the sweep voltage was modified to prevent unintentional
stress. The 200 angstrom range of oxide thickness used a
sweep voltage of -10.0 volts to +3.0 volts. The 100
angstrom range of oxide thickness used a sweep range of -6.0
to +5.0 volts. The 50 angstrom range of oxide thickness
used a -4.0 volts to +4.0 volts sweep. Preliminary tests
*ere oerformed to insure that maximum capacitance was
attained at the sweep starting voltage for each range of
thickness. The pre-stress C-V was plotted for each
capacitor as shown in FIGURE (4.1C). After the current
stress, the post-stress C-V is taken in the same manner as
the pre C-V and plotted with the pre stress C-V. It was
found that the initial capacitance of the test sites was
undependable due to the equipment set-up. Therefore, oxide
thickness calculations from the initial capacitance was
inaccurate. Because of this and the necessity for accurate
oxide thicknesses in the analysis of the matrix, selected
die were used to determine the wafer oxide thickness from
Fowler-Nordheim tunneling curLent. These die were not used
in the stress matrix and on the wafer map they are labeled
"untested".

4.1.2.3 Oxide Thickness Determination

Eight capacitors per wafer were selected in the
interior portion of each wafer and used for thickness
determination. A constant, 0.5 volts/second, voltage ramp
-..-a s applied until oxide breakdown occurred on these
zapacito,:s FTCU(r (4.2)). This ramp rate has been
determined, from previous studies, to be fast enough to
a'eid tra-prino induced errors. A 3 point fit at 10-9,
...-7, In- amps to Fowler-Nordheim tunneling probability
E-UATIO,'4.1 was made to the resulting I-V plots:

I(EN! = A (I.4xI-6)E--2)e(EXP(-2.35x0-8"E)) (4.1)

These thic1 nesses -.qere used in the calculation of Ebd
and the results were included in the Input/Output Table

1 O3ide Stress Parameters

Th cu,-:ren -nsi ties f r, oxi e stressinq WeI-e
determined by sample wafers run previous to the actual
matrix waEers. In accordance with time restrictions for the
co mrIeti-- of the matrix testior and the necessity to have
'.eC ,-eseott and nos1 C -_ dat- r,: delta V(Efb) for
each cel. . of cu,rrent density -7,- e -hosen. The

-. , .,,.,m mmmnm mm m• mmm I '7
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current density also would not only dictate the magnitude of
the delta V(fb), but also the percentage of failed oxides to
be used in TTF calculations. In order to meet these
demands, current density magnitudes were chosen to yield
significant data in all categories. This meant that some
holes in the data outputs would naturally exist. Stress
levels to attain data in the categories above for 200
angstrom oxides would over stress the 50 angstrom oxides and
result in large failure percentages and no post stress C-V
results. Likewise, current densities to yield results in
the 50 angstrom thickness ranges would not fail enough
capacitors to have significant TTF data. Therefore, a
compromise in the current density ranges was made to yield
data in all categories at some level of stress for each
cell, all within a timely fashion.

Current densities chosen were: -0.79, -0.55 and -0.31
amps/cm squared (500 uA, 350 uA, 200 uA respectively for an
area of 6.35e-4 cm**2.) The times of stress chosen not only
needed to be timely in order to test all of the wafer in the
matrix, but also needed to complement the current densities
in yielding data in all the output categories. Times chosen
using the pre-matrix samples wafers were: 1, 10 and 60
seconds.

Stress temperatures were chosen to complement the
typical industry standard testing temperatures.
Temperatures chosen were: 30, 70 and 125 degrees C. Thirty
degrees was chosen for the "room temperature" measurement
because of the ability to have a stable temperature while
using a chuck equipped with only a heater element. Ambient
room temperature during the testing was in the 24 degrees C
range.

DurinQ the stress of each oxide, the voltage to sustain
the specified current density was monitored. The time
between voltage sampling was in the range between 5.0-16.7
milliseconds. This time was dictated by the DMA (Direct
Memory Access) internal to the Keithley tester being used.
Plots were generated of voltage vs. time as shown in FIGURE
(/4.A and 4.1B). Also, from this data, outputs of delta Vg
at failure times and failure voltage (Vbd) were generated.

4.1.4 Post Stress Testing

C-V plots were generated after the stressing of the
oxides. The C-V sweep ranges were the same as those used in
the pre-stress C-V test. The freguencv and oscillator level
used during the C-V sweep were 1.0 Hz and 0.1 volts
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respectively. Delta Vfb values from the pre and post sweeps
were of little value in some cases because of the large
amounts of fluctuation in the data. we could not clearly
distinguish between oxides near breakdown and oxides which
could withstand longer stress times. This had the tendency
to automatically build in large deviations. Nevertheless,
where the data is good it has been used in the analysis.

4.1.5 Results and discusions

The Input/Output Table (TABLE (4.1)) gives a cursory
view of the inputs and outputs of the test matrix. Output
categories include:

4.1.5.1 Delta Vfb - the delta of the pre stress C-V and the
post stress C-V at the half Cmax value. Post C-V data was
taken at the end of the stress time for the cell. Where
delta Vfb data occurs when % total fails is 100%, data is
from < '5 of the tested caps which have acceptable post Vfb
. but are "failed" capacitors.

4.1.5.2 ' BVT - ' of capacitors failing below the equipment
valid measurement time of 34 milliseconds.

4.1.3.3 PT - number of good capacitors at the end of the
stress time.

4.1.5.4 TOT Fails - % of failed capacitors on the
cumulative fail vs. time plot. Note that these failures do
not include probe pick-up failures.

4.1.5.5 Ebd - electric field at oxide failure. This value
is calculated f!om the voltage (Vg) at fail vs. time plots
for each wafer as shown in FIGURE (4.3). The voltage value
used to calculate the Ebd comes directly off of the plot
using the minimum threshold voltage illustrated. The
extraction is done manually.

4.1.5.6 T10, T16, and T50 - are time in seconds that
correspond to 10 percent, 16 percent and 50 percent
cumulative failures.

d.i.5.7 Time to Fail Dependence

A strong time to fail dependence is seen in relation tp
the stress current. FIGURE (4.4) is a plot of Time for 50%
failure -:s Breakdowin Field. FIGURE (4d ) illustrates, for
both the 50 and 200 angstrom ranges of thickness, that the

-3-
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oxides stressed to 500 microamps failed much sooner than the
oxides stressed at 200 microamps. This plot also
the 200 angstrom, 500 microamp current group (lower left
group of data). The 30 degree test temperature has a longer
time to fail for the 200 angstrom, 200 microamp stress, and
the 50 angstrom, 500 microamp stress conditions.

Radiation effect is random in all the data groups
illustrated in FIGURE (4.4) except the 200 angstrom, 200
microamp group. This is probably because the temperature
stress is grouped to trend with the radiation magnitude.
Therefore we assign a smaller or no significance to the
effects of radiation on the TTF. It should be noted that the
oxides were not biased during exposure to radiation and
this result is consistent with findings of other researchers
[121, (13].

The fact that the oxides stressed with 200 microamps
lasted consistently longer than the 500 microamp stressed
oxides appears to be entirely independent of the oxide
thickness. The same trend was seen in the Time for 10% and
!6' failure vs Breakdown Field characteristics.

4.1.5.8 Field Breakdown Dependence

A Field Breakdown (Ebd) dependence on oxide thickness
can be seen in FIGURE (4.4). Also the difference in slope
of the 50 angstrom oxides dependence on field from the slope
of the 200 angstrom oxides indicates a change in the field
acceleration factor with changing Ebd.

4.1.5.9 Time To Fail

Cumulative % failures in time plots (TTF) were
generated directly from the monitor of voltage in time
during stress. FIGURE (4.5) is an illustration of the TTF
plot. The vertical line at a time between 10E-2 and lOE-l
represents the limit of the equipment to accurately measure
the time to fail. From these plots, which were generated
for each wafer, were extracted data for the T10, T16, and
TS0 columns of the Input/Output Table (TABLE 4.1).

4.2 WAFER DEFECT rAPPING

4.2.1 Introduction

Wafr: defect mapping is an effective analysis tool for
location 'f defect sensitive areas of a wafer. The
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illustrates that although the time to fail is dictated first
order by current density, and that temperature is a second
order effect. This is clear in all the categories except
technique can elucidate problems such as process induced
effects, wafer orientation effects, and substrate defect
locations. Process effects can be caused by etch rate
non-uniformity, uneven oxidation rate or contamination level
due to furnace wall proximity in the gate or capacitor oxide
growth cycle, to name a few. Defect mapping can also
highlight surface stacking faults (SSF) densities from
oxygen concentrations in silicon substrate or crystal slip
caused by thermal stress from heating non-uniformity.
Therefore, this type of analysis is very important to
determine the randomness of the defects under investigation
and to help elucidate any defects created by effects from
the above mentioned sources. The randomness of the defects
insure that the defects being studied are of an inherent
nature to the process and therefore "intrinsic" to the
production of devices.

4.2.2 Analysis

At the completion of wafer testing each die tested was
mapped and labeled into categories, refer to FIGURE 4.6.
There were four capacitors on each die, and 152 die per
wafer. The die on the map were numerically labeled in the
same order they were tested. The four squares within the
larger squares (die) represent the individual capacitors and
they are orientated as they are in each die. The categories
that the capacitors were sorted into are: good capacitors,
shorted capacitors, untested capacitors, and failed
capacitors. Good caps are capacitors that had not ruptured
at the end of the stress, that is, they passed the criteria
of greate: than 7.0 volts to sustain the current density of
the test at the end of the test time. The 7.0 volt criterion
applies to all the current densities and thicknesses in the
matrix. Shorted caps are capacitors which failed a 1100
nanoampl pinhole test criterion previous to the current
stress. The pinhole test voltage was 5.0 volts for the 200
anqstrom ,:ange oxides, 2.5 volts for the 100 angstrom
oxides, and 1.23 volts for the 50 angstrom oxides. These
caps would have been used to determine the pinhole density,
but the densities were found to be to low for the area
studied. Untosted capacitors were capacitors not used in the
constant current stress testing because they were used for
I-V comparisons or oxide thickness determinations. Failed
caps are capacitors which have failed the voltage criteria
mentioned -bove for uood cars at the end of the stress time.

3 6
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4.2.3 Discussion

Where a large percentage of the capacitors have failed
at the end of the stress time (above 85 %) and likewise when
a small percentage of the caps have failed (5-20%) it is
easy to visually establish emerging trends in the maps.
Fifteen of the 34 wafers in the test have effectively all
the caps in the failed category and 2 wafers failed below 5%
of the caps. This eliminates 50% of the generated maps from
any trend analysis. Of the remaining maps it is evident
that no radial or quadrat type trends are present. To
illustrate this two examples are shown in FIGURES 4.6 and
4.7. FIGURE 4.6 is a map of a 200 angstrom wafer where 50%
of the caps had failed after stress. FIGURE 4.7 is a map of
a 50 angstrom wafer with 20% of the caps failed. It can
readily be seen that no trends exist. Some edge die in the
map (Figure 4.7) should be ignored because, by consensus we
believe them to be caused by tweezer handling. This
information gives evidence that the defects under
investigation in this study are of a random nature.

4.3 Charqe Trapping in 50 and 200 Angstrom Oxides Under
Constant Current Stressing.

There have been many reports of fast hole trapping or
donor trap generation followed by electron trapping or
acceptor trap generation in stressed oxides [141-[161. Most
reports agree that under a negative gate constant current
injection, holes are trapped first, and eventually electron
trapping dominates. In addition to this, most reports agree
that the generation of traps increases with temperature, but
there are conflictinq reports concerning the effect of
temperature on the density of trapped charge. In order to
discuss charge trapping, we must first understand the method
of characterization.

4.3.1 Theory and Methodology of Charge Trapping Analysis

We choose the method using the gate voltage change
versus time necessary to maintain a constant current. The
change in gate voltage (DVg) for a single trapping mechanism
is related to the electric field associated with that trap
by EQUATION (4.2),

DVg = Eti*Tc (4.2)

w;here T, is the centroid of trapped charge measured
frogm the non-injectinq electrode and Eti is the trapping
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field for that ith trap. The flatband voltage shift due to

a single trapping mechanism is given by EQUATION (4.3),

DVfb = Eti*(Tox - Tc). (4.3)

From EQUATIONS (4.3) and (4.4), the centroid of trapped
charge can be found for a single trapping mechanism as,

Tc = [DVg/(DV,. + DVfb)]*Tox. (4.4)

The density of trapped charges for a single trap is
related to the corresponding electric field as EQUATION
(4.5),

Eti = Nt*C (4.5)

where C = 2*q/e and e is the dielectric constant of
SiO2. From EQUATIONS (4.2) and (4.5), the density of
trapped charge can be found to be EQUATION (4.6)

Nt = DVg*C>Tc. (4.6)

For traps with very small cross sections, the trap
generation probability (G) is related to the density of
trapped charge by EQUATION (4.7),

Nt = G*Q-rj (4.7)

where Q is the integrated leakage charge flux. Taking

the deri-iative of EQUATION (4.7) with respect to time gives
EQUATION (4.8),

dNt, cit GJ 'p (4.8) where J is the current density.

It is important to note here that the gate voltage
change -.,ith time is made up of various components, each of
which is related to a different trapping mechanism.
Therefore, each DVgi will correspond to a centroid of

trapped charqe and a trap generation probability. The trap
generation probability, which may be defined as the number

of traos ver unit volume generated by one passing electron

in cm* 2, is in units per electron. With these
considerations in mind, we will now poceel with an analysis
in gene!:! and an analysis designed o pro-uceAu the outputs
to be used in the Hadamard matrix.

4.3.2 Analysis of Data Concerninq Charge Trapping
Cha ac te':st ic FIGURES 4.8 and 4 1? sh-w some tvpical curves

'!0



for DVg vs time data for 50 and 200 Angstrom oxides
respectively. The decrease in the magnitude of gate voltage
change (DVg > 0 for negative gate injection) indicates hole
trapping, while an increase in the magnitude of gate voltage
change (DVg < 0 for negative gate injection) indicates
electron trapping. It is obvious from the figures that
initially both oxides are trapping holes, however, the hole
traps for the 50 Angstrom oxide become saturated almost
immediately while the hole traps for the 200 Angstrom oxides
showed a much longer time until saturation of DVg with time,
if saturation was observed at all. In fact, only one cell
which was stressed at the lower current and for 60 seconds
showed an eventual saturation of the DVg vs TIME curve which
led a linear decrease of DVg with time, as observed in all
of the 50 Ang. oxides, indicating a very large amount of
electron trapping (- le+13/cm**2) or a large amount of
acceptor trap generation (- le-06/e-) as shown in FIGURE
4.10, However, these curves are not indicative of the data
in general.

The initial hole trapping in the 50 Angstrom oxides
occurs so fast that, for most of the wafers, there are only
a few points or less which illustrate this effect, and for
several it is as if the initial gate voltage change just
appears between 10 and 50 millivolts above zero (FIGURE
4.11). it is for this reason, that we will concentrate on
electron trapping on acceptor trap generation for the 50
Anostrom oxides; and hole trapping or donor trap generation
r, the 200 Angstrom oxides.

in order to be able to obtain a response for the
Hadamard matrix analysis, it was necessary to determine a
specific time at which the density of trapped charge (Nt)
and the trap neneration probability (G) should be analyzed.
The trapping mechanism at that point in time would be the
determining factor for the two quantities of interest. In
determining a time at which to perform the analysis, two
cnsidertions had to be taken into account: i) The time
had to be one for which we had data for each cell and 2) We
w.anted Y? observe the effect, if any, that the charge
trapping had on fails in time. From these two
considerations it was clear that the most appropriate time
to do the analvsis was at the one second point.

It should be noted that all graphs of DVg vs. Time are
plotted Vs. Time of fail. That is, DVg is actually voltage
at fail - initiol voltage at the beginning of stress. This
in a 'I etho.. due to the ,,ide distribution of failures
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in Time. Therefore, we do not have data for any one
capacitor.

The analysis was performed by determining the dominant
trapping mechanism, and then isolating that mechanism. In
order to do this, only points which showed intrinsic
breakdown characteristics and were related to that specific
trapping mechanism were plotted. Also, for wafers which
were stressed for one second, all points which indicated
failure at the one second point were eliminated. This was
because the probe, upon completion of the test, quickly
ceases contact with the gate. When this happens, a voltage
spike often occurs which blows the capacitor (and
consequently causes a breakdown to be recorded.) Therefore,
a somewhat large distribution of breakdowns occur at that
point in time. To avoid any tainted conclusions, these
points needed to be eliminated. Also, any points which
showed failure at times below three one-thousandths of a
second were eliminated due to machine limitations. The plots
were then generated and least squares fits were obtained.
From the equation of those fits the density of trapped
charges and trap generation probability were obtained using
EQUATIONS (4.6) and (4.8) respectively.

As stated previously, the analysis showed that for both
thicknesses holes were being trapped initially with the
eventual trapping of electrons. For the 50 Angstrom oxide,
the trapping of holes became saturated very quickly while
for the 200 Angstrom oxide, the hole trapping did not
saturate for much longer times as was illustrated previously
with the use of FIGURES 4.8 and 4.9. This is to be expected
due to a smaller probability of electron collision in the
thinner oxide.

Also, it was determined that for the different
thicknesses, the trap density and trap generation
probability differed by a factor of ten, and consequently
the thicker oxide had the higher values for both. This is
typified in FIGURES 4.12 and 4.13. Noyori et al., [17] has
shown this to be true also.

FIGURES 4.14 and 4.15 show that the effect of
temperature was to increase both the density of trapped
charge and the trap qeneration probability for both electron
and hole trapping in both thicknesses. This is illustrated
even more effectively in FIGURES 4.16 (A and B) and 4.17 (A
and B). It has been reported that at higher temperatures,
the densit' i-f trarped charge actually decreases, however,
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we have not observed this phenomenon. Tatsuuma et al., [181
reported a transition temperature of 125 C from the low
temperature region into the higher temperature region.
Above 125 C, they reported that the electrons cannot gain
enough energy to cause impact ionization due to phonon
scatterinq effects. Our highest temperature was 125 C, so
that a decrease in trapped charge may not have been observed
due to the fact that we were right at the reported
threshold. However, the possibility exists that the
phenomenon does not exist at such high current densities
(315 mA/cm**2 and 787.5 mA/cm**2).

Also, FIGURES 4.16 and 4.17 along with FIGURES 4.18 and
4.19 indicated a strong dependency of trapped charge and
trap generation on the amount of the total charge density
injected into the oxide. This is in agreement with much of
the literature [14], and caters to physical intuition when
one takes into account that we are injecting particles,
which contain both a mass and a volume, through an
amorphous solid.

Actual calculated values for each cell will be shown in
the next section in tables 4.6 and 4.7.

4-.4 Statistical Analysis

This section will be concerned with the choosing of the
factorial matrix which we have used, along with the
underlyini concepts of factorial matrices. Then, a
discussion of the statistical results will be given which
will include a discussion of the electrical data. Some
models to explain our observations and some suggestions for
further study will be given to conclude this section.

An introduction and summary of factorial matrices, in
general, will be presented in 4.4.1. Next, the
characteristics of factorial matrices will be discussed with
the heir of some examples which show how we obtain the
resultina relationships between factors and responses. This
will be i ie in 4.4.2.

An overview of the design and analysis of two-level
full factorial experiments will be qiven in 4.4.3. This
.-iill be followed by some guidelines for designing 2-level
full-factorial experiments which will be laid out in 4.4.4.
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A step by step discussion of how to analyze the data is
given in 4.4.5, which will be followed by a brief discussion
of the design and analysis of screening experiments in
4.4.6. This is necessary because, although our experiment
was designed as a fractional factorial screening experiment,
it will be discussed and shown why we eventually came to use
the full factorial analysis methods.

We will then use the previously described background
information and analysis methodology as applied to
cumulative percent fails in time in 4.4.8, and as applied to
charge trapping in 4.4.9. Finally, a summary of the
statistical results will be given with some common
observations from the data as backing evidence.

4.4.1 Factorial Matrices

Discrete factors have the property of being able to
assume only a limited number of values. On the other hand,
continuous variables (like those which we are dealing with)
may take on any value within a numerical range. For a
specific experiment, there will usually be an upper and
lower limit of interest specified. Nevertheless, within the
limits, the factor could be set to any value. In most
factorial experiments only two levels for each factor are
actually applied. The two levels are coded low (-) and high
(+). For the case of continuous factors (as is ours) the
two levels should be sufficiently separated so that a
siqnificant --esponse can he easily and clearly distinguished
from any experimental error in the measured response. By
using wi dely spaced (+) and (-) levels the chances of
ident ifvioa significant effects with an experiment, or to
conclude that no effect other than experimental error occurs
is imorcoved.

,4.4.2 Characteristics of Factorial Experiments

In factorial experiments, the use of factorial
arranqements for the factors in an experiment makes each run
yield information concerning every factor. Thus, not only
are factor:ial experiments hiqhly efficient in the number of
runs utilized, but the efficiency is increased by multiple
Use of each response. The term factorial is used to
ind-i-ate that a factorial experiment permits the
simultaneous estimation of several factors, as opposed to
one-at-a-time" experiments in which the measured effects

are du- t- the change of independent variables only. In
, , . < , ,ic f factorial. (n!) or an inteqer i.s its



product with all of the positive integers smaller than
itself, in factorial experiments, each factor effect is
based on all the individual measured responses. The term
factor is chosen (in lieu of independent variable), to
emphasize the fact that in factorial experiments, every run
will produce information concerning the effect of every
independent variable. In full factorial experiments, a
set of runs in which all possible combinations of factors at
the levels specified by the experiment are conducted. Thus,
for a 2-level full factorial experiment, with k factors,
2**k runs are required. Since the (+) and (-) levels of
each factor can represent the extremes of the ranges over
which the factors of the experiment will be set, the
complete experimental space of the experiment is covered by
a full factorial experiment. Full factorial experiments,
as opposed to one-at-a-time experiments, not only give a
complete exploration of the experimental space, but they
also offer the additional advantages of hidden replication,
and information about interaction effects among factors. The
terms factor effect, main effect, and interaction effect
need to be defined at this point. A factor effect is the
difference in the two measured responses when two different
levels of a factor are applied in an experiment. An example
of a factor effect is (Y1 - Y2), where Y1 is the response
due to a factor set to level 1, and Y2 is the response due
to the same factor set at level 2. In the ideal case, only
the difference in the factor levels plays a role in
determining the value of the difference in responses, but
in actual experiments, the value of the factor effect also
depends on the experimental error. To reduce the role of the
random experimental error, replication of the measurement
must be rerformed. As noted, in the one-at-a-time approach,
such rerlications must be direct. That is, identical
experimental runs need to be repeated in order to get
average values for Y1 and Y2.

In factorial experiments, on the other hand, every run
produces information concering the effect of each factor.
Therefore, an averaqe value for each response at a given
factor level can be calculated from the data of a full-
factorial experiment, without having to replicate the entire
factorial experiment (or even any of its individual runs).
This ability of factorial experiments to intrinsically
produce averaae values of factor effects without having to
directly replicate experimental runs is referred to as a
"hidden replication" capability. Information about two
types of factor effects are also available from factorial
exrermen!: .) mrain effects, and h) interaction effects.
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On the other hand, in one-at-a-time experiments, no
information about interaction effects can be extracted.
Main effects for each individual factor are defined to be
the difference between two average responses Y+ and Y-, or
EQUATION 4.9:

Main Effect = (Y+) - (Y-) (4.9)

average response at the (-) level.

Main effects can be easily visualized with the aid of a
cube that represents a 2-level, 3 factor factorial
experiment as shown in FIGURE 4.20. The main effect of
factor A is based on a comparison of the response values at
the left and right faces of the cube. Now, examine the
lower-rear edge of the cube. Along this edge are two
corners, each of which represents a set of factor values.
The only difference between the sets is in the values of A.
By taking the difference of the responses for the sets of
values of these two corners we get an estimate of the effect
of factor A (one-at-a-time estimate). However, there are
also three other edges along which B and C will remain
constant as A is varied. Basically, there are four edges
that allow us to estimate the effect of A. The main effect
of A is the average of the difference in the responses
measured from these four edges, and is a measure of the
effect that the varying of A alone will have on the
response.

On the other hand, two or more factors are said to
interact if the effect of one, say B, is different at
different levels of other factors. Such interactions show
up as interaction effects and they can be estimated from
full factorial experimental data just as well as the main
effects. To better illustrate a factor effect, consider a
2-level, _2 factor experiment with factors A and B shown in
FIGURE 4.21 A. The interaction effect is defined as
EQUATION 1.10

irteractio n Effect = f(Y - Y3) - (Y2 - YI)]72
f _Y-i + 1,) - ' 3 v 72)I 2 ('4.10)

and it ecomes apoarent that the result involves the
comparisco of responses at diaqonally opposite corners.

The oresence of an interaction can also be shown by
e:amininq the responses of a 2-level. 2-factor experiment

Sor fact'-zs and E). The ravh of v -esu.s A is olotted
ith B 1eing 1.. . I the q ,:ohs ha) I. i fennt J4opeq
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(FIGURE 4.21(B and C), there is no interaction effect
between A and B. However, for the case of different slopes
(FIGURE 4.21 D), this indicates the presence of an
interaction effect.

Obviously, one of the roles of statistical analysis is
to determine if the measured effects in an experiment (both
main and interaction), are primarily due to the factors
being investigated or are just due to fluctuations (more
commonly known as errors) of the measured environment.
Those effects which are determined in the analysis of
experimental data as being greater than the expected error
effects are referred to as significant (or more
appropriately, statistically significant).

As was previously shown, even 2-level full-factorial
experiments can easily require a very large number of runs,
as the number of factors increase. In many circumstances,
by making careful and appropriate selections, a smaller set
of runs can provide some useful and efficient information.
If an experiment is designed in such a way that only a
fraction of all the runs of a full-factorial experiment are
to be performed, it is designated as a fractional-factorial
experiment. Reduced-run experiments of this sort find wide
applicability in the early stages of an experimental
project, where a large number of factors are cataloged, but
knowledqe about their relative importance on the process
being optimized is not known. At that point, screening
experiments designed to identify the significant factors of
the group, are utilized. If the other factors are
determined to have no significant effects on the process
being ir-:estigated, then further experimental time and
effort need not be expended. Such experiments, when the
factor levels are carefully and methodically chosen, can
make effective use of fractional-factorial experiments.

4.4.3 The Design and Analysis of Two-Level Full Factorial
Experiments

As previously described, full factorial experiments
allow the complete factor space of an experiment to be
covered, and also to produce factor effects (main and
interaction effects) that are based on response information
from every run of the experiment. The main effect and
interaction effect information can be used to generate
limited response surfaces, or a linear polynomial equation
that will allow response predictions to be interpolated
within the raries oC the factor space. The latter of these
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possibilities will be our goal in using this technique.

At this point it is useful to discuss a method for
estimating any curvature that might exist within the factor
space being investigated. That is, since only factor values
at the extremes of their ranges are investigated with
2-level factorial experiments, no information about response
values in the interior of the experimental space is
provided. Thus, only linear (straight-line) variations
can be used to predict the values of response within the
limits of the factor space. To perform an economical check
on the validity of such straight-line assumptions, a small
number of additional runs with the factor values all set at
their middle points, should also be conducted. It is
usually recommended that 4 replicates of this run be
conducted, so that an average value is obtained. The
severity of any curvature present is estimated by
calculating the difference between the average value of the
design points and the average value of the center points
(FIGURE d.22). Unfortunately, if the curvature is found to
be severe, the prediction model derived from the full-
factorial data is not likely to give accurate results except
near the experimental points.

4.4. Guidelines for Designing 2-Level Full-Factorial
Experiments

in this section, a step-by-step approach to the design
of 2-level full- factorial e::periments is presented. Any
number of responses may be measured for each set of factor
values. The steps of the method are as follows (it is
assumed that the factors to be investiqated have already
been selected):

1. The values of the limits of the factors to be
applied in the experiment should first be determined. These
limits ..:.l1 identify the two levels of each factor that will
be applied in the e:*ueriment. The upper level is encoded as
a), and the !e'er le-;el as '-. As noted earlier, these
levels hI!d be sufficiently sepaated o that a
significant rcesponse :0 the varirtion in factor levels can
be clearly distinguished from any experimental error.

. y numbe, of responses can bIe measured at each
experimental point. As discussed in an earlier section, the
two-level factorial method will yield best results when the
responses are continuous and have uniform independent

e i'same mawnitu'ic .t all expe:imentj. r,3r.ns.
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3. The design pattern, which specifies the level of
each factor-for every trial is then obtained from TABLE 4.2
(which gives this pattern for five factors, where the fifth
factor is set equal to the product of the previous four).
Such a Coded Design Table, as well as a Decoded version of
the Design Table (in which the (+)'s and (-)'s in the Table
are replaced with their actual values) should be prepared
for the experiment file as illustrated, by our Decoded
Design Table, in TABLE 4.3.

4. The order of running the trials should be
randomized. Randomization reduces bias error. A new
order should be selected each time a complete set of runs is
replicated. Persons performing the experiment need to
understand that runs must be conducted in the randomized
order specified.

5. The number of necessary replicates should next be
determined. The hidden replication of full-factorial
experiments assists in reducing the variance of the average
measured values, by effectively increasing the number of
measurements used to calculate the mean. However, it must
be determined if any additional direct replication is needed
to estimate the variance of the random error, and to thus
satisfy the confidence level requirements when deciding to
identify a factor effect as being significant or not. If
the expe-iment in question has 3 factors (8 runs for a full-
factorial), and detection of significant factors greater
than 2 sigma is acceptable, two full factorial groups
carried out as a single experiment would have to be
conducted (16 runs).

6. in order to use the full-factorial experiments to
obtain information about the response within the
experimental space, without significantly expanding the
number of runs in an experiment, an additional group of runs
can be added at a middle value for all factors. Four
replicated runs with factor values set at their midpoints
are suggested to increase the precision of middle point
measurement. The degree of curvature can be estimated by
the difference betw en the average of the measured response
at the middle points and the average of all the other
exoerimental roints. If this turns out to show that the
cur';ature is sev;ere, the prediction model generated fr:om the
full-factorial is likely to be quite inaccurate except near
the desiQn points (FIGURE 4.22).

7. The experient is then conducted and the responses

(1 u
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4.4.5 The Analysis of the Measured Data

1. The factor effects are first computed from response
data in the following manner:

a) Create a Computation Table (CT). To assist in
tabulatinq the analysis, use the design from TABLE 4.2.

h) List the averages of the replicate runs in a
column at the right of the CT labeled (0). (Follow the run
order listed at the left of the CT, and not the random run
order.)

c) Total the values of the run averages for the
lines that have a "+" sign for each column. Put this total
under the correct column of the line SUM +.

d) Repeat the process for the lines with "-" signs.
Enter their totals under the appropriate columns in the line
called SUn -.

e) Add the values of SUM + and SUM -. Enter the
total on the line OVERALL SUM. This step is a check. The
value of the OVERALL sum should be identical for all
columns.

f) Subtract SUM + from SUM - Place the difference
on the line called DIFFERENCE.

- Finally, divide the difference by the number of +
siqns ir that column, and enter on the line EFFECT. This
number is a main effect, or interaction effect (depending on
the particular column). For column one, the result on thp
EFFECT line is the averaae of the responses of all the
experimertal points.

2. ThE curvature is then calculated. This is done by:
C) Computino the average value of responses of the

runs ca,:lied out with all the factors set at their middle
1-alues a.'eri-aie -alue of center points).

b) Then comouting the difference between
'I the average of the responses all the

experimental noints and
t2 the -a eraqe value of the center ooints. This

diffe,-ence is ente-ed n the CURVATURE line of the CT
3. The s inifi ance of the main effects, interaction

effects, Dnil rvati!:e a re then determined. That is if any of
the computed main factors o: interaction effects is found to
be lare:eu than a minimum siqnificant factor effect, MSF
,.-17hic h .7 ...iI demonstrfate ho.; to calculate , it can be
concluded that thc effect is ind.eed, non-7ero. On the other
hand, if the ;alue is smaller, it is likely that no
sionificant effect :ists, and the va :iation in experimental



response for that effect is just due to experimental error
fluctuations. By the same token, if the curvature is greater
than the minimum siqnificant curvature, MSC, it can be
concluded that at least one response has non-zero curvature
associatcd with it. The MSF and MSC are computed from
EQUATION 1.11:

rISF = n*Spooled*(2,(r*k))**0.5 (4.11)

and EQUATION A.12

rSC = r*Spooled*[ (!/(r*k)) + (l/c)]**O.5 (4.12)

where: p is the value of the t-distribution at the desired
probability level (i-alpha) for the number of degrees of
freedom used to calculate the standard deviation (S);
Soooled is the Pooled standard deviation of a single
response; r is the number of + signs in the column (note
that the main and interaction effect columns have 2**(q-l) +
s ins, .here i is the number of factors in the experiment);
L- is the numher cf replicates of each trial; and c is the
number t,_ials conducted with factors set at middle value.

tthat th- number cf deqrees of freedom, d.f., is
'T ,m' , H by FQU."TO' ' 13:

.number of main effects + number of
nte, t -n - - 1 for calculating the average) - 1

_ 'o 1 . ti c vature) (1.13)

" n n is the total number of runs in the experiment.

T 7s i.- L -aCtor: experiment was designed to be
, -.. runs) and to have an additional four

centr 'ntr ,:,n, total of 20 runs would constitute the
e: :M.e - Th- .. ud be 11 degrLees of freedom available
- rt e _3 -.-.ould be used to calculate the

nmin h< -ts, 0 interaction effects, and one each
Li .. , ll the responses and average of the

T: J t7, 'd int-ractJon effects are compared with
"arc n lor cncluded to be

f ~i'' ~f J. eZ is, eomnar -7 it1-h r.S C , a ndC
.. _. , ih ,. . .n . s having

;q'n .', . '! h n h Fa to, DO bein studied.

..... m ,n nuuna n ............................................- mu m



factors within the factor space, from the data of the
factorial experiment, can then be formulated. The equation
is of the form EQUATION 4.14:

YPR = AO + Al*Xl + A2*X2 + ... + An*An + A12*Al*A2 + ...

+ Aq-!,q*Xq-l*Xq + higher order interactions (4.14)

where: YPR is the predicted response; q is the number of

factors; AO = Y; Aj = 0.5*(factor effect for xj); ajj -
0.5*(factor effect for xj*xj); and: Xj = [(factor level at
the experimental point) - 0.5*(high + low factor level)]/
0.5*(high - low factor levels)

4.4.6 The Design and Analysis of Screening Experiments

In many processes it is possible to identify a variety
of factors that may impact the process responses. The
number of runs necessary to perform a 2-level full-factorial
experiment with k factors is 2**k, and for more than about 4
factors, this number may become excessive, in such cases, a
more effective strategy than conducting full-factorial
experiment would be to carry out a less extensive experiment
designed to identify the most important factors, and then
perform the full-factorial experiment using only these.
Such preliminary experiments that eliminate unimportant
factors are called screening experiments, and can
substantially reduce the number of runs that must be used to
separate out siqnificant factors. Such screening
experiments are stil based on the principles which underlie
full-factorial experiments (e.g. hidden-replication and
full reverage of the experimental space), but use a smaller
numbehr -f runs for ') given number of factors.

Ther, is D price that is paid for the reduced number of
runs. .7hen the results from analysis of the Computation
Table are calculated, the values obtained no longer
necessariAy contain information about a single main or
interactirn effect, but instead contain information from two
CTr more eFfects. This is known as confounding. For
examole, if a screening exPeriment was performed with three
factors cn ol four runs were conducted (instead of the 8
needed for a full-factorial experiment), the value
calculatol in -aFh rF the EFFECT rows would no longer result
rom a ciol! main -Fftect or interaction effect, but would

ha-.e cntained :esconse information from a main effect and
an intera-tion effect. Such confoundino is due to the fact
t-hat th': same factor le.e! combination is used to produce

i ., ) n n -.



As the fraction of the total number of runs compared to
the number required for a full-factorial experiment gets
smaller, the larger the number of effects that are
confounded. That is, if half the number of runs is conducted
(and in which the experiment is known as a half-factorial),
each EFFECT value confounds only two effects, while each
EFFECT value in an experiment with only one-fourth the
number of runs confounds four effects. The reason that such
confounding is generally tolerable is that interactions
involvina three or more factors (higher order interactions),
are almost always less important than main or two-factor
interactions. Thus, by properly designing a screening
experiment such that each main effect (and if possible, each
two-factor effect) is confounded only with effects due to
higher order interactions (i.e. by being careful that two
main effects do not confound each other), it is still highly
probable that the most important main and two-factor
interaction effects will be found.

Here is a rough guideline for obtaining the most
informatiun from the least number of screening experiment
-uns, whi.le paying the least penalty (in the form of losing
key information from confoundinq effects):

a For screenin experiments containing 5 factors, use a
16 ru n e xperiment (half-factorial of a 5-factor full-
factorial experiment), and take the product of the coded
values and - of the first four factors (for the first
16 runs of a --factor full-factorial table), and assign the
:esultinoI ID!roduct level to the fifth factor ( i.e. this
cr!oduct v:aue wil be either "+" or "-"). Using this design,
the main effe-ct cf the fifth factor would be the same as the
fur--.a' inte,:.c, and thus the main effects are

I-..h %: Crir.av nt-actin. in addition, the
' 1 , -i ill be confounded it h thtee-way

I ccreenino ~experiments of 6 to 8 factors, a 16 run
e:' r can. stil he used in .;hich the main effects are

a! .'ndeA .h thid eand hiohe: o:der interactions, and
thc '.' - c ,- 1 j, ike .. ise Confounded only
• .'h s bi'br': o,: interactions [71.

.m ri*' Arli.ed t Cumulativ 0 ecent Fails and
']! a : 1 

=  
T '-CIn

"t this rime qn exclav.n some thins
..n'z ,: nciFi ,nat,_i; and its _ t- "s. Due to the lack



of time and equipment, it was necessary to design the test
so that a statistically valid number of fails in time would
occur, while keeping that time as short as possible. In
order to do this, the current density had to be increased.
However, such a wide distribution of fails in time existed
that there was no way to obtain data for every cell for any
common time to a certain percentage of fails. It was for
the fol!o-.:inq two reasons that we decided to drop time as a
factor: 3.) There was too much of an error in failure
distributions to even consider only total fails in time and,
2) It has been reported that the injected charge (i.e.
current multiplied with time of injection) is the important
factor and this renders time no longer an independent
variable.

What we did was look at the cumulative percent fails at
one second. This data was common to all cellS in the test
matrix, and also eliminated time as a matrix factor because
even if a cell was stressed to sixty seconds, it would have
the same characteristics at one second. This enabled us to
use the matrix as a full-factorial matrix, thereby reducing
the amount of confoundinq.

As e:<Klained earlier, in order to remain consistent, we
examined the charge trapping characteristics at one second
after stress also. This brought about a need to further
reduce our matrix and split it into two separate 3 factor
fulifacterial matrices: one for the fifty angstrom
thickness, and one for the two-hundred anqstrom thicknesses.
This .:as done because the trapping mechanisms for the two
thicknesses are completely different at one second; one is
taor i.n'- Io s tie a-ves, and the other is trapping
neqative chas.

4.1.8 Anilvsis o_ Cumulative Percent Fails in Time as an
Out pu t

Usi no the methrd of analvsis outlined in section 4.4.5,
e can deie th. . ... tion ... .t relate the cumulative percent
_3ils at one second t- the stressinq factors in the matrix.
T-ABLE "abe fo- thi s analysis. The
a;eraoe -aues obta ired from the cumulative percent fail
clots for each -_1 is shown to the :iuht of the table. For
oarh -o 1 r"n, s m i the -i truts ,'r ,esoondino to a
"" si-) in that column have been tabulated and placed on

the line mar - ked SUr i . This was repeated for the
cor!-eso.r-n.Jina siins and t' o "a1.,e: ",:e placed in SUlI
_ ..... .. ;.. .T11!-, "' os Ci d[ . - eTr - 3.er0 ndded
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together for each column and placed on the line indicated as
TOTAL. As can be seen from the table, these quantities were
found to be identical for all columns. SUM - was then
subtracted from SUM + and this value is indicated in each
column on the line marked DIFFERENCE. Finally, the
difference is divided by the number of "+" signs in each
column and placed on the line marked EFFECT.

The next step is to determine which of these effects
are significant and which ones are in the "noise" level due
to experimental error. Using equation 4.11 from section
4.4.5, the MSF could then be calculated. The value for p
was obtained from The CRC Standard Mathematical Tables using
the number of degrees of freedom for our experiment (34 - 15
- 1 - 1 = 17), and the expected accuracy of 0.95 (ie., 95%
with two replications for each cell and two replications for
the center point). TABLE 4.5 below shows the numbers used
in the calculation and the resulting MSF.

I (q-l) 1 1 0.5 1
Id.f.I p Spooledjr = 2 Ik l.74*43.9*(2/(8*2)) I

I I 3 I1
1 17 11.7401 43.9 2 = 8 12127.1 = MSF I

TABLE 4.5 VALUES USED IN CALCULATING THE MSF

This indicated that any effect found to have a
maonitude less than 27.1 could be considered to be in the
"noise" level, and any effect which had a magnitude larger
than 27.1 could to considered to have a non-trivial effect
and thus would be considered in the derivation of the
equation relating the stressing factors to the
time-decendent dielectric breakdown (TDDB). Upon comparing
the calculated rnSF with the factor effects from the
Computation Table, it is obvious that only one factor can be
considered to have a non-zero effect on the data, and that
is the cutrent (or equivalently the amount of injected
charge density after I second of stress). It is important
to note that this does not mean that the other factors have
no effc't whatsoever. Hiqher temperature shows a
relationship to a higher percentage of failures. However,
due to the overpowering effect of such a high current
density cn the TDDB data, it becomes the only significant
,!fact. Oide thic!~ness is also :erv important in TDDB,
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but at the time used for evaluation (1 second) no
significant effect was observed.

The equation relating current to the cumulative percent
fails at 1 second can be derived using the method described
earlier. From section 4.4.5,

Cumulative ; Fails @ 1 second

AI*(I(uA) + 350)/150 (4.14)

where,

AI = 0.5*CURRENT EFFECT = 0.5*31.6 - 15.8

so that one obtains EQUATION 4.15:

Cumulative % Fails @ 1 second = -15.8*
(I(uA) + 350)//150 (4.15).

The HSC ".:as found fr:om equation (4.12) to be 55.9 and the
curvature w,.,as determined to be 26.4. This would seem to
indicate that no significant curvature exists, however, care
should be used in interpreting this since the points we used
as centerpoints are not actually centerpoints. For
instance, 100 Angs. is not in the center of 50 and 200
Angs., so that curvature may exist where none is predicted.

4.4.9 Analvsis of Charge Trapping Properties using Nt and G
as Outputs

Section 4.3 explained the method of analysis used to
determi n- Nt and G, therefore, we will a-,oid any redundancy
and vrea-?nt only the results as determined using the
'4adam r ratrlix<. tV'ist, we will oresent the results for the
50 Anas. oxides Mbth .t and G), then we will present the
Lindin-s for the 200 An-s. oxides in the same manner.

Tjsi"-1 the methr of section 4.4.5. and in the same way
as raS -LJ ne icDDB analysis, TABLE 1 .6 was generated.
TABLE - z. shcis tl- -esuits tabulated for Nt and TABLE 4.6
B sh .s the -11 j-- - tabulated f ': C both of which are for
the 50 Ans. :.i r in -_e to determine the minimum
sinifica-nt f-cei -L -fect, we calculated the pooled standard

c~vaInr d Je'1 :n FS' t '

Spooled , ,31 = 1.1- -- d I GSF 1.26
so that -.' -nc1 tho eliminate the insianificant factors.
Pefe,ri-r t-' A TAB E .r A, it is obvio,,s that the sianificant



032UMMMi 'MaM FC FA=r E2s FEAIM Mo GARE TMPPDG EM 50 PN3. CKM~

D I DI T D' T DIT (0) (x1..0^Van2)
- - + - + + - 0.2
+ . .. . + + 0.54
- + - - + - + 1.9
+ + + . .. . 1.9
- - + + - - + 1.2
+ - - + + - - 1.0
- + - + - + - 5.1
+ + + + + + + 5.2

SLt. + 8.64 14.1 8.5 12.5 8.3 11.04 8.84

StM - 8.4 2.94 8.54 4.54 8.74 6.0 8.2

'U=L 17.04 17.04 17.04 17.04 17.04 17.04 17.04

DIFFRR 0.24 11.2 -0.04 7.96 -0.44 5.04 0.64

EFFEL7 0.06 *2.8 -0.01 *2.0 -0.11 1.3 0.16

* Significant Factor Because rZF = 1.64

A). FAMXT UT= FCR EENSIY CF t\EXflVE ']FAPPD R

D I DI T DT IT DIT (0) (x10^-08/eectrcm)

- - + - + + - 1.0
+ .... + + 2.8
- + - + - + 3.8
+ + + .... 3.8
- - + + - - + 5.9
+ - - + + - - 5.1
- + - + - + - 10.0
+ + + + + + + 10.0

a1 + 21.7 27.6 20.7 31.0 19.9 23.8 22.5

S31 - 20., 14.8 21.7 11.4 22.3 18.6 19.9

TL 42.4 42.4 42.4 42.4 d2.4 42.4 42.4

DIFFERa 1.0 12.8 -1.0 19.6 -2.6 5.2 2.6

E=-I 0.23 *3.2 -0.25 *4.9 -0.65 *1.3 0.65

* Significnt Factor Because r-F = 1.26

B). EP= a .6R UE f ( 'LIP MMA U R ATE

D) (JHA§GE T'A,\PPING FoR 30 ANCS. OXIDES
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factors for Nt are: current, and temperature. From TABLE
4.6 B, the significant factors for G are: current,
temperature, and the interaction between the two. From
these results and the method discussed previously, the
equations relating the factors to the responses were
derived. For the density of trapped charge the equation was

found to be EQUATION 4.16,

Nt(XlOEll/cm2) = 2.1 - 1.4*(I(uA) + 350)/150
+ 1.0*(T(C) - 77.5)/47.5 (4.16)

and reaarding the trap generation probability the equation
was found to be EQUATION 4.17,

G(XIOE-08 electron) = 5.3 - 1.6*(I(uA) + 350)/150
S2.5"(T(C) - 77.5),/47.5 - 0.7*((I(uA) + 350)/150)

*(T'C) - 77.5)./47.5 (4.17)

These are consistent with the results as discussed
previously in section 4.3. The results for the 200 Angs.
oxides are presented next.

The method is repeated for the 200 Angs. oxides with
the Ccn1inutati.on tables for Nt and G shown in TABLES 4.7 A
and B. The poled standard deviations and resulting MSF's
".'ere found to be,

Sporled( foL Nt = 0.73-= -- - MSF = 0.64
Spooled(for G) 1.88--=--> MSF = 1.64

so that the sicrnificant factors were identified and all
other fa':tors ":ece eliminated. From the Computation tables
it was determinedr that the significant factors related to Nt
"..; ecurent and temperature, and that the only
significant factor !:elated to G was: temperature. Again
using the method for derivinq the equations relating the
factors to the responses, the erpuations were derived. For
the densiv of tra pe,, chatge the equation was determined to
be EOUATION_'1 .10:

Nt(X!OEI2 cm2> = 1.8 - 0.74*( (!uA) ;330) 150 + 0.59"(T(C)
- 7-n 7:(4.18)

and for -I) trap qe r,?-ati: n prohab. Ii tv ihe etjuation w as
determined to be EOUATION 4.19,

rX] E-C " electn' = 1.3 l.71(T(C) - 77.r) 47.5 (4.19)
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031RJDMCNa MM FOR EnCIaM EYFH2S faJD M1 aARZ '1RPPM RXM 200 N. CKM~

D I DI T Dr IT DIT (0)(x10"12/'oC2)

+ + + 0.62
+ .+ + 0.80
- + - - + - + 2.20
+ + + . .. . 1.30
- - + + - - + 1.80
+ - - + + - - 1.10
- + - + - + - 3.40
+ + + + + + + 3.30

SUM + 6.50 10.20 7.02 9.60 7.22 8.12 8.10

ani - 8.02 4.32 7.50 4.92 7.30 6.40 6.42

TOIAL 14.52 14.52 14.52 14.52 14.52 14.52 14.52

DIFFE -1.52 5.88 -0.48 4.68 -0.08 1.72 1.68

EFFELr -0.38 *1.47 -0.12 *1.18 -0.02 0.43 0.47

* Significant Factor Bcase SF = 0.64

A). FPCIM EFF:IS CRME E= OF SETIY TAVE RLRPM CH

D I DI T DTI IT DIT (0) (xlO^07/electrcn)

- - + - + + - 3.1
+ .... + + 4.2
- + - - + - + 4.5
+ + + .... 2.7
- - + + - - + 8.9
+- - + + - - 5.7
- + - + - + 6.9
+ + + + + + + 6.7

SU4 + 19.3 20.8 21.4 28.2 20.0 20.9 24.3

S3i. - 23.4 21.9 21.3 14.5 22.7 21.8 18.4

OIAL 42.7 42.7 42.7 42.7 42.7 42.7 42.7

DIFFITC -4.1 -1.1 -0.1 13.7 -2.7 -0.9 5.9

a= -1.0 -0.3 -0.03 *3.4 -0.7 -0.2 1.5

* Sicnificant Factor Pecalse M-F = 1.64

B). EXIM U IS R HE D , MAP MERCAMI AKE

TABI, 4.7. COPUTATION rABL. FOR F.\CT W. EFFECTS REI..I'ED
TO ( i\.CF T RAPP GC FO!. -10AS O.D-S
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4.4.10 Summary of Statistical Results

We found that in analyzing the cumulative percent fails
at I second, only the current was significant. Although
temperature does decrease the time to fail, the factor
effect associated with it is insignificant. This is believed
to be due to such a large current density used in the
testing. The current density is probably masking any other
effects which might have been observed at lower current
densities, because it is actually "blasting" the oxide with
electrons.

In r:eference to charge trapping, we found that both
thicknesses trap holes initially and eventually trap
electrons. Howeve,, due to the difference in trap
saturation times, we observe different polarities of trapped
charge at 1 second. Therefore, we needed to split the
matrix into two full-factorial matrices with three factors
each.

The 50 Angs. oxides showed densities of trapped charge
on the order of - lOE!! sq. cm, or trap generation rates on
the orde: of " 10"*-08 electron. Also, both temperature and
the amount of injected charge density are first order
effects. With an inc,:ease in both of these factors comes a
cor respo nding increase in both responses. This was
illustrated earl!ier- in FIGURES '.16 and 4.17.

Thle 2 Ans. )x ides had densities of trapped charge
about 10:% hiaher than the 30 Angs. oxides (- 10E12/sq. cm,
rositi'e 'la,.it.,, -- trap qeneration rates on the order of

'.sE-O- bout lOX hihe than the 50 Anos. oxides).
Tn-ected ,ha!_--e den1 _sit and teMoeratu,.-e also wer e first
orN!:der 0 :S in !Ie determination of the responses, but
temperatue appears to play a more important role than in
the -7-0 . . oxides. In fact, it appeared to be of higher

n ,c 'or:n t T') he injected cha ,ie density. It could be
cossible that the hi-h cu-rent densitv is causing some
detra 1 i: ) Cosi)tie charoe in this thickness which makes

~mc~'a~wr CN re lc'dminan't "Cctor,' howev'er, this
would need to be studied fur-the: to determine physically

ha.



5.0 PHYSICAL ANALYSIS

The following sections describe sample preparation,
results and conclusions of the physical characterization
performed on each cell with a scanning and transmission
electron microscope.

Following all electrical testing, a wafer from each
cell was delivered for physical characterization. Each cell
(wafer) was cleaved parallel to the wafer flat. One half of
the wafer was used for TEM and the other for SEM
characterization.

5.1 ELECTRON BEAM INDUCED CURRENT ANALYSIS

Electron signal current with negative bias (EBIC) was
used in an attempt to image areas on the capacitors drawing
high current.

5.1.1 Introduction

The electron-beam-induced current technique is one of
several techniques which can be used to localize defects in
MOs capacitor structures. This technique makes use of a
,:astered and focused electron beam striking the surface of
the sample while monitoring the substrate current. This
substrate current is used to control the video image being
disrlavel. An external bias can be used to enhance this
image and ohotoraphic records can be made of the EBIC
image, :ecording dark and bright spot locations on the
structure under inspection [19].

in this analysis, a scanninq Auger microscope
,rLi n- E!mer PH! 600 -as used in an electron microscope

mode. This system ..:as used only because of the availability
of the sa.mple current preamplifier attached to this system.
The samr1es were mounted on a miniature probe station
rnest . mo. j41 and then attached to a

modified sample mounting stub, enabling biasing of the
structu,:es f rom the external vacuum chamber. A battery and
a simple voltoe divider circuit was used to apply bias to

the stu'c'7tures. See F.GURE 5.1 for an illustration of the
techni cme.

:..2 Analysis

Each samrle usci for the EBTC analvs.s was broken apart
rom d !7 1 ee t t Cetal etch.
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concentrated solution of KOH was used at room temperature
for approximately 5 minutes. After the metal was removed
the samples were mounted on the probe station, as described
above, inspected with both a secondary image and an EBIC
image and then the findings were recorded. The secondary
image was used primarily to locate and position the
capacitor under the rastered electron beam and then the
instrument was switched to the EBIC image. With the EBIC
image selected, the voltage across the capacitor structure
was vaLied from 0V to the peak battery voltage,
approximately 9V. The voltage, at which a contrast change
was identified, was recorded and the location of the
contrast change'defect was also recorded.

While performing the analysis, the electron beam
accelerating voltage and spot size were varied along with
the bias across the capacitor. Best results were obtained
with 10-15KV accelerating potential rather than 5-10KV.
Larger beam spot sires and higher bias voltages across the
capacitors were also found to improve resolution of the EBIC
technique. No significant advantages were found with
changes in the incident beam angle or the working distance.
TABLE ?.1 lists the instrument parameters used.

Accelelatinn voltage 3-15KV I
Electron Beam Spot Size 1000 Ang.
Magnification -3,000X
!incident Beam Angle 0-30 degreesl
Noriinq Distance 10-12 mm I

TABLE 7.i Instrument Parameters

5. i.3 3 04s-y,_: tieps

Def-7ts .er 'n.v found when the cavacitor was biased
with to hat ',v nI :cuit. oflls 16, A and 10 were examined
is ina coWv th, -in"o beam as A -uL rent source and no
visual -'antast nhanues defects were found. Examination of
other lrctur.s krom these cells. found contrast
chanues 0-07ys whnn using~ the O~tterv tins circuit. See

TmI aqmmar7 nF Uh -4yrvtonn and



CELL@ WEPs DIE6 (AN3G (KRADS) UNSTRESS Y/N (-V) POLY CO* ENTS
TOX DOSE STRESS/ SIAS VOLTAGE OSS.AT

03 37 125 '3".--oo s Y o.1 VD M WHOUL PLATE C RAST
03 37 125 SoQoj 500 S y 0.87 D,-E
03 37 125 50 u y 1.95 NnO WHO4LE PLATE CONTRAST

17 20 73 124.2 50 s Y 1.14 DF-E
17 20 " 124. 50 u Y 1.02 NVD
17 20 " 4 S . . Y 1.02 DF-C

07 02 72 50.7 0 S y 1.08 DT-NE
07 02 72 50.7 0 s Y 0.98 Dr-NE
07 02 72 50.7 0 u y 1.33 NVD WHOLE PLATE CON' RAS

11 14 74 54.3 0 S Y 0.96 DF-C
11 14 74 54.3 0 S Y 0.93 DF-NE
11 14 74 54.3 0 u y - NVD

10 03 98 56.5 0 S N - I'm
10 03 98 56.5 0 5 N - NVD
10 03 98 56.5 0 S N - NVD
10 03 44 56.5 0 S Y 1.26 DF-C
o 03 44 56.5 0 s y 1.79 DF-C

10 03 44 56.5 0 U " -

14 06 124 57.0 500 S Y 1.44 NVD WHOLE PLATE CO.-A5T
14 06 124 57.0 500 U Y 1.50 NVD WHOLE PLATE CO!:.F-?ST
14 06 124 57.0 500 $ Y 1.45 DF-E

13 05 102 57.9 50c S 7 1.67 DF-NE
13 05 102 57.9 500 S Y 1.22 M'D WHOLE PATE CO?",,' ST
13 05 102 57.9 500 U Y 1.41 N.Tt WHOLE PATE CONpMST
05 01 79 58. 500 5 Y 1.46 DF-C

C5 11 79 58.: 50 ̂ C y 1.08 DF-NE WHOLE PLATE CONTPAST
05 01 7 58.c 500 'U 7 2.13 NVC_ WHOLE PLATE CO.A'k3T

15 08 89 59.6 500 V Y 1.51 DF-C
15 03 89 5?.6 500 S V 1..3
15 c8!9 59.. 500 $ DF-C

1'- 09 ic3 0 s : ''

44 1; z C: H~ LT 0

4 .' : WHOLE FLATE CO':7'-T
4- C? 46 . 0 1,

O 3 99 23.' 50C S 0 96 DF-NE
0 3-- 99 23:.i 50 1 y 1.40 F-NE MULTIPLE DEFECTS FOL7!:U
S 2 99 .2" .1 500 Z . F-= . FL- ZEFETTS FCLI::

--- .. ..... ..------? .. .7. .;. ...- -[ :, ... .=.--: ...........

46 ~
-4 74 c

-=.5 " 5 5 . ". OF-

.. ... -. 'i ,-/--" -" . ... r . . ..-[ . . . . . .... . . .. . ............

S. .. . 5 N . DF-. .
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.. 9 S E. Or-

s 0 -: WHO"LAE . Cc,7..oI

:F~~WHL E.;,-.'-.F ::
-- -. -- - --
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OBS. 5OANG. OX. >200ANG. OX.

(%) (%)

DF-C 33 13
DF-NE 21 33
DF-E 4 21
NVD 42 33
--------------------------------

total 100% 100%

TABLE 5.3 EBIC OBSERVATION SUMMARY
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FIGURE 5.2

PHOTO 1 CELL 4 WAFER 27
SECONDARY ELECTRON IMAGE
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FIGURE 5.3

PHOTO 2 CELL 4 WAFER 27
SAMPLE CURRENT (EBIC) IMAGE
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FIGURE 5.4

PHOTO 3 CELL 3 WAFER 37
SECONDARY ELECTRON IMAGE
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FIGURE 5.5

PHOTO 4 CELL 3 WAFER 37
SAMPLE CURRENT (EBIC) IMAGE
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FIGURE 5.6

PHOTO 5 CELL 5 WAFER 1
SECONDARY ELECTRON IMAGE
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FIGURE 5.7

PHOTO 6 CELL 5 WAFER 1
SECONDARY ELECTRON IMAGE

90



FIGURE 5.8

PHOTO 7 CELL 1 WAFER 23

SECONDARY ELECTRON IMAGE
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FIGURE 5.9

PHOTO 8 CELL 1 WAFER 23
SAMPLE CURRENT (EBIC) IMAGE
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photos 1-8 (FIGURES 5.2-5.9) showing the secondary electron
image and the EBIC image.

The defects found were classified into three groups.
One group of defects were away from the edge and labeled as
center defects. The second group were defects which were
localized to near the edge of the capacitor and were
approximately I to 3 microns away from the edge. The third
group were defects which were located at the edge of the
active area of the capacitor.

5.1.4 Results and Discussions (Signal Current)

The signal current (EBIC) data showed that the oxides
on the order of 50 Angstroms thick, took higher negative
bias voltages to produce a signal current image and the
thicker oxides, in general, tended to show a lower signal
current "turn-on" voltage; thus possibly indicating more
latent defects; as for example in two samples from cell 10
where the signal current "turn-on" voltage was 1.26 volts
and 1.79 volts for two of the samples with oxide thicknesses
on the order of 50 Angstroms and a "turn-on" voltage of 0.50
-olts f"!: a sample from cell I with an oxide thickness on
the order of 250 Angstroms. It is thought that a higher
"turn-on" voltage may indicate a stronger oxide; however,
"turn-on" vrltage may also be a function of the quality of
the contact to the sample under test through the
experimental set-tip using the small probe station and each
time the small probe station was used, the contact
resistance may have been different.

The signal current data seems to indicate that latent
defects [n the oxides can be imaged using this technique;
:..ith motr work, the technique could be refined and more
information gained.

One qeneral trend was that signal current detection in
the 50 Angstrom oxides tended to occur in random areas;
while siqnal current detection in the thicker oxides tended
to occur at the edges of the capacitors.

Several ideas as to what the "whole-plate-contrast"
detection indicated have been discussed within the group.
It was suggested that "whole-plate- contrast" might occur
because of A! from the metallization changing the
resistivity of the polysilicon top electrodes of the
capacitrs by diffusion into the polysilicon when shorts
caused heatinq of the metallization; however, it seems that
the "'bne-plate-contast" is too even and if Al did liffuse



into the polysilicon, localized areas would show a signal
current.

5.2 OXIDE/Si SURFACE MORPHOLOGY EXAMINATION BY TEM
MICROSCOPY

The TEM replica technique was used to image the surface
of the oxides and some of the silicon substrates in an
attempt to gain information on defects in the oxides.

5.2.1 Introduction

The use of two-stage carbon replicas is a convenient
method for observing detailed surface morphology with a
transmission electron microscope. Replication is an
alternative to cross-sectional and planar material samples.

The decision to use this technique was based on
successful results of earlier data of replication of thin
oxide surfaces that had been stressed using a ramped
voltaqe. Results of experiments involving the vitrification
of oxides also indicated that the technique is useful for
elucidating fine surface morphology.

Briefly, the technique involves application of a highly
conformal. acetate film to the surface of interest, coating
this film with carbon (actual replica), shadowing with
evaporated metal (for contrast) and finally removal of the
original acetate.

5.2.2 Analysis

To prepare the oxide surface morphology replicas [201
from each cell, the metalization was removed with a dip in
55 degree Celsius Metal Etch II (73 % phosphoric acid, 6.6 %
acetic acid and 0.83 % nitric acid) until the metal was
cleared. The removal of the polysilicon layer was
accomplished with a 40-50 second dip in 95 % polysilicon
etch. The variation in etch time was required because of
the slight variances of poly thickness encountered. Each
etch step was followed by a thorough rinse and dry. After
all oxide surface samples had been prepared and examined
under TEMl, the piece of wafar used for TEM work was split in
half and nne half was subjected to a 20 second HF (49%) dip
to remove all thin oxide. This half was then replicated to
examine the Si surface morpholoav.

5.2 OXiDC Si SURFACE U!ORPHOLOGY ,E; TIHATION BL TEM

IICR OS COP9
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After etching, each cell was scribed in five separate
locations to denote the five study sites as per the
statement of work. Each cell was then rinsed and dried to
remove gross silicon particles created by scribing. Thick
acetate replicating tape (.127 mm) then was applied to each
marked capacitor cluster, allowed to dry and removed. This
process was repeated two more times. These cleaning steps
greatly reduced artifact-producing foreign matter. It should
be noted that all poly/oxide replicas were from failed caps.

The actual surface replicas were produced with thin
acetate replicating tape (.022 mm) and were produced
immediately after the third piece of- "cleaning" tape was
removed to further reduce the possibility of particle
contamination. The surface replication was achieved by
soaking a cotton swab in acetone, daubing the capacitor
cluster of interest and immediately applying the thin tape.
(NOTE: Soaking thin tape in acetone will render it
useless.). The replicas were then allowed to dry overnight.
Each replica was carefully removed (minimal tensile force)
and excess material was trimmed off. Each was then placed
on a clean microscope slide with double sided tape with the
replicated surface facing up in preparation for carbon
coating.

Carbon coating was performed at a vacuum of 5.0 E-6
torr. Once vacuum conditions were achieved, a 1/16 inch
carbon rod was evaporated at 38 amps for 30 seconds (no
sparking) while rotating the specimens. This resulted in a
carbon film of approximately 250-300 Angstroms [21]. A
Denton Vacuum DV-502 evaporator was used for this procedure.
Without breaking vacuum and with the specimens stationary,
Pt/Pd shadowing material was applied at an approximate 15
degree angle in a 48 amp., I second flash. The carbon
coated replicas were again carefully removed to avoid any
tensile stress to the carbon film. The coated specimens
were washed in an acetone reflux condensation apparatus in
groups of three in order to remove the acetate substrate.

The washing apparatus consisted of a round bottom flask
1/4 filled with clean acetone (semiconductor grade), a
vertical condensation tube and a cold arm maintained at
21-23 dearees Celsius by recirculating tap water. TEM grids
(200 mesh, Ni) were then placed on a stainless steel screen
attached to the cold arm. The unwashed replicas were
strategically placed on the grids, carbon side up. The
acetone was brought to a boil with a heating mantle around
the flask. Washing continued for approximately 1.5 hours.



The replicas were allowed to dry in ambient air and placed
in a replica box. After washing 6 replicas, the acetone was
replaced with fresh solvent.

At this point each individual replica was inspected and
mapped optically under a Polyvar metalograph. A 4"x 5"
Polaroid photograph was taken at low magnification showing
the entire replica. A subsequent examination at a higher
magnification allowed the location of each tested capacitor
to be marked by grid square on the low magnification
photographs. Both unstressed and stressed to fail
capacitors were mapped from each individual cell in all
locations. This procedure eliminated time-consuming
searches under the transmission electron microscope for the
specific areas of interest.

Observation conditions on the Philips EM-420 microscope
were as follows: 120 KeY accelerating voltage, condenser
aperture (50 micron Pt/Th), objective aperture (70 micron
Au). Two randomly selected areas from the unstressed
capacitor were photographed at 30,000x and a third area at
60,000x. The same sequence of photographs was used for the
stressed to fail areas. Only the 30,000x negatives were
printed. The prints were enlarged to a standard
magnification of 122, 144x, giving a standard area of 4
square microns.

5.2.3 Results

Cell 1, wafer 23 had an oxide thickness of 247
Angstroms, was radiated with 500 Krad of gamma radiation and
was stressed at a temperature of 30 degrees celsius at 200
micro-amps for 1 second. The oxide surface morphology from
the unstressed area exhibited a medium degree of roughness
and 2-3 pit anomalies for every 2 study sites. The stressed
oxide surface exhibited a medium roughness with 4-5 pit
anomalies for every study site. Silicon surface morphology
showed a shallow, raised mottling from one cell area and a
smooth surface from the alternate area from both stressed
and unstressed areas.

Cell 2, wafer 25 had an oxide thickness of 280
Angstroms, did not receive radiation and was tested at 30
degrees Celsius at 500 micro-amps for 1 second. The
unstressed oxide morphology showed a low degree of roughness
with a concentration of 3-5 pit anomalies (250 Angstroms
in diameter) per study area whereas the stressed oxide
indicated a higher concentration of 5-7 pit defects per site
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with the same overall surface roughness as the unstressed
areas. The Si surface indicated very low roughness in both
the unstressed and stressed areas.

Cell 3, wafer 38 with a measured oxide thickness of 234
Angstroms was stressed at the elevated temperature of 125
degrees Celsius for I second at 500 micro-amps after
receiving a 500 Krad dose of radiation. Surface texture
through the 5 sites of unstressed oxide ranged from smooth
to a medium roughness, with only 1 pit anomaly found at 1
site. Two shallow projections were seen in another study
area. From the stressed oxide, a similar roughness trend
was seen with no obvious pitting detected. Both the
stressed and unstressed Si surfaces were generally smooth.

Cell 4, wafer 27 with a measured oxide thickness of 269
Angstroms was stressed at 125 degrees Celsius for 60 seconds
at 500 micro-amps with no radiation dose. Surface texture
of the unstressed oxide ranged from a low to a medium
roughness with 1-2, 200 Angstrom pit anomalies found in 2
study areas. In this case, the stressed oxide surface
showed low surface roughness with the pitting density
increasing to 2 pit anomalies in 3 sites. Both Si morphology
samples indicated a uniform low roughness trend.

Cell 5, wafer 1 with a measured oxide thickness of 58
Angstroms was stressed at 125 degrees Celsius for 60 seconds
at 500 micro-amps after receiving a 500 Krad radiation dose.
Unstressed oxide surfaces ranged from a low to a medium
roughness through the 5 sites. No blatant pitting was
detected, but analysis of one site indicated 30-40 shallow
projections (800 Angstroms in diameter). The stressed
oxides showed the same range of roughness again with one
site showing 30-40 shallow projections that were only 500
Angstroms in diameter. One pit anomaly was seen on two
study sites. The stressed Si surface was low in roughness
while the unstressed was smooth in texture.

Cell 6, wafer 33 had a measured oxide thickness of 232
Angstroms. This cell was tested for 60 seconds at 200 micro-
amps with a temperature of 125 degrees Celsius after a 500
Krad dose of gamma radiation. Unstressed oxide surfaces
exhibited a high degree of roughness in some areas and a
medium roughness in other areas; 1 pit anomaly was seen in
every site. The stressed areas showed the same roughness
trend with the pitting increasing to 2 for every site. Again
the trend of the Si surface was smooth for both stress
conditions.

97



Cell 7, wafer 2 had a measured oxide thickness of 51
Angstroms. It was stressed for 60 seconds at 30 degrees
Celsius with 500 micro-amps without being irradiated.
unstressed oxide surfaces showed low to medium roughness
trends with 3 pit anomalies seen in 3 locations, while the
stressed oxide surface ranged from low to medium to high
degrees of roughness with 2 pit anomalies seen in two sites.
Si surfaces under all conditions were smooth.

Cell 8, wafer 34 turned in an oxide measurement of 238
Angstroms and was stressed for 1 second at 200 micro-amps
(125 degrees Celsius) with no pre-test radiation. Its
unstressed oxide surface was found to be in a range from low
to medium roughness with possible propagated Si defects
which appear to be "decorated" stacking faults (FIGURE 5.10)
on 2 locations with 1-2 pit anomalies seen in every study
site. The stressed oxide was generally smooth with 2
locations showing the same type of previously described
"crystal defect". Pitting was observed to be at the same
density as the unstressed areas. The Si surfaces were both
smooth under each condition except for 1 stressed area which
showed some mottled projections.

Cell 9, wafer 35 had a measured oxide thickness of 240
Angstroms. It was stressed at 30 degrees Celsius for 60
seconds at 500 micro-amps after being exposed to 500 Krads
of gamma radiation. Its unstressed oxide regions showed low
roughness with no pitting. The stressed oxide showed a
medium roughness with 4 pits seen in I study site. All Si
surfaces in all cases were smooth and defect free.

Cell 10, wVafer 3 had a measured oxide thickness of 56
Angstroms. It was stressed for 1 second at 125 degrees
Celsius with 500 micro-amps of current; it was not
irradiated. The unstressed oxide was shown to have a medium
roughness trend with only 1 defect seen on 1 site. The
stressed oxide surface had a medium roughness with 3 pit
anomalies seen in 1 site. All Si surfaces were smooth in
all cases.

Cell 11, wafer 4 had a measured oxide thickness of 55
Angstroms. Its stressing parameters were: 60 second stress
of 200 micro-amps at a temperature of 125 degrees Celsius.
It was not irradiated. The unstressed oxide surface had a
medium roughness texture for all study sites as did the
stressed oxide. The difference was seen in the presence of
pitting anomalies. Three pits were seen in 2 separate
locations in the stressed oxide, while no pitting was seen
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FIGURE 5.10 POSSIBLE PROPAGATED CRYSTAL DEFECTS
REPLICA - 55,714X
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in the unstressed locations. In this cell, the Si surface
was found to be uniformly smooth except in one location in
the stressed region where 1 or 2 small pit anomalies were
detected.

Cell 12, wafer 36 had a measured oxide thickness 239
Angstroms and was not radiated. It was stressed for 60
seconds at 200 micro-amps at 30 degrees Celsius. All
surfaces associated with all stressed and unstressed
conditions were not useful due to a proliferation of
preparation-induced artifacts. This proliferation made
accurate surface analysis of both the Si/oxide and
Poly/oxide impossible.

Cell 13, wafer 5 had a measured oxide thickness of 58
Angstroms and was irradiated with a 500 Krad dose of gamma
radiation. It was stressed for 1 second at 500 micro-amps
at 30 degrees Celsius. Unstressed oxide surfaces showed no
pit anomalies with medium roughness. Stressed oxides tended
to be a low-medium texture, with 3 pit anomalies seen in one
study site. Both stressed and unstressed Si surfaces were
generally smooth with a few (500 Angstrom in diameter)
projections seen in the stressed Si and 2 pits seen on the
one study site from the no stress area.

Cell 14, wafer 6 had a thin oxide measured at 57
Angstroms and was irradiated with 500 Krad of radiation. It
was stressed at 125 degrees Celsius for 1 second at 200
micro-amps. Unstressed oxide surfaces tended to be
generally smooth to low roughness with no pitting. One site
had 15-20 shallow projections that were 1000 Angstroms in
diameter. The stressed oxide followed the same trend except
for 3 pit anomalies seen in 2 study sites. The Si surface
morphology was generally smooth with 1-2 shallow projections
seen on 1 site from both stressed and unstressed areas.

Cell 15, wafer 8 had a thin oxide thickness measured at
60 Angstroms with a dose of radiation of 500 Krads. It was
stressed for 60 seconds at 30 degrees Celsius with 200
micro-amps of current. Unstressed oxide surfaces tended to
show low roughness with 2 pit anomalies seen in one study
area and 2 irregular shaped pits in a separate site.
Stressed oxides were rougher with a medium texture. On 4 of
5 sites, a few shallow projections (450-1000 angstroms in
diameter) were found. On two study sites 2 pits were found
on each. Both Si surfaces were determined to be smooth
under all conditions.
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Cell 16, wafer 9 with a thin oxide thickness of 63
Angstroms and no radiation exposure was stressed for 1
second at 200 micro-amps at 30 degrees Celsius. The
unstressed oxide surface showed a medium roughness with only
2 pit anomalies for every 2 study sites. Likewise the
stressed oxides were of a medium texture with pit density
increasing to 1-2 pits for every study site. Again Si
surfaces were generally smooth, and there were no detectable
differences.

Cell 17, wafer 20 had an oxide thickness of 124 Angstroms
and a 50 Krad dose of radiation. Its stress conditions
consisted of 10 second stress time, at 350 micro-amps with a
70 degree Celsius temperature. Both the unstressed and
stressed oxides showed a low degree of roughness with no
pitting. The stressed Si surface morphology was generally
smooth as was the unstressed areas except on one site which
indicated a few very shallow projections and depressions.

5.2.4 DISCUSSIONS AND SUMMARY

The data pointed to several general conclusions.
Possible trends existed in several different categories and
groupings of cells. (NOTE: All wafers were irradiated at
room temperature.)

Comparing radiation effects between 50 Angstrom thick
unstressed oxide cells the following observations were made.
Less pitting was seen in cell 15 (radiated) as opposed to
cell 16 (non-radiated). The same trend was also seen
between cell 13 (radiated) and cell 7 (non-radiated), both
50 Angstrom unstressed oxides.

Comparing radiation effects between 200 Angstrom thick
unstressed oxides, a similar trend is noticed. No pitting
was observed on cell 9(radiated), but cell 2 (non-radiated)
exhibited a fairly high degree of pitting.

Two other 200 Angstrom oxide cells, cell 6 (radiated)
and cell 8 (non-radiated) continued to support this trend.
Cell 6 showed roughly half as much pitting as was seen in
cell 8. FIGURES 5.11-5.14 show this difference between
unstressed oxide surfaces of radiated and non-radiated cells
(both 50 and 200 Angstrom Tox).

Comparing the effect of stress temperature on
unstressed oxides, TEM results indicate another possible
correlation between degree of pitting.
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FIGURE 5.12 CELL 13 UNSTRESSED OXIDE RADIATED
50 ANGSTROM TOX - LESS PITTING

REPLICA--55,714X
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Cell 7 was tested at 30 degrees Celsius and cell 10 at
125 degrees Celsius. Pitting was found to be more extensive
at the lower temperature, both of these cells had 50
Angstrom oxides. Cells 11 and 16 (also 50 Angstrom oxides)
were tested at 125 and 30 degrees respectively and found to
follow the same trend. An oxide surface comparison between
cells with 200 Angstrom oxides stressed at different
temperatures is not possible between cell 12 and cell 8
because of the de-processing of cell 12; however, continued
support of the above trend is found between cell 2 and cell
4 (200 Angstrom oxides) tested at 30 and 125 degrees
Celsius. Cell 2 shows more pitting than cell 4. This trend
is illustrated in FIGURES 5.15-5.18 The effect of
temperature may have to do with a slight annealing effect
from the elevated temperature.

These observed trends are not completely conclusive and
no obvious trends were seen between the different current
conditions. An overall trend in the degree of pitting seems
to exist between the stressed and unstressed capacitor oxide
surfaces (more pitting in stressed surfaces); This may be
and probably is inherent to stressing the capacitor with the
method used in the study, however, because of the multitude
of different test parameters and wafer conditions this trend
should be approached with caution. TABLES 5.4 and 5.5 are
summaries of the observed TEM data. It also must be noted
that, all stressed oxides were from failed capacitors.

It was determined from the beginning that the original
surfaces were affected by the wet etch deprocessing. It was
assumed that if de-processing was kept to a standard
methodology all effects on the sample surface (Si and SiO2)
would be equal in all cells. Nevertheless some enhancement
of the micro-surface has occurred and should be taken into
consideration. For this type of study, however, there is no
way to avoid such enhancement.

A way of "reading" the various structures seen in the
micrographs was developed. It was known that the actual
replicas of holes or deep "pitted" areas on the wafer
surface (Si or SiO2) would be vertical projections in the
carbon film. Likewise, projections on the wafer surface
replicated as vertical depressions on the carbon replica.
This difference caused the results of the contrast shadowing
(Pt/Pd) to be unique for each structure. The projections on
the replica (pits on the original surface) possessed a
shadow (light areas in micrographs) that at the point of
origin conformed to the general shape of the projection.
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FIGURE 5.15 CELL 16 UNSTRESSED OXIDE 30 DEGREE CELSIUS STRESS
50 ANGSTROM TOX - MORE PITTING

REPLICA--55,714X
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FIGURE 5.16 CELL 11 UNSTRESSED OXIDE 125 DEGREE CELSIUS STRESS
50 ANGSTROM TOX - LESS PITTING

REPLICA - 55,714X
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FIGURE 5.17 CELL 02 UNSTRESSED OXIDE 30 DEGREES CELSIUS STRESS

200 ANGSTROM TOX - MORE PITTING
REPLICA--55,714X
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Roughness
P-poly/oxide

Cell S-Si surface Pitting Anomaly

Unstressed Stressed Unstressed Stressed

001 275 ang. P medium-low P medium-high 2-3 pit/2 sites 4 pit/site
W23 200 uA, 30,

500 Krad S mottled-smooth S mottled-smooth (All pits 250 ang. in die.)
I second

*02 280 ang. P low P low 3-5 pit/site 5-7 pit/site
W25 500 uA, 30,

no radiation S low S low (All pits 250 ang. in dia.)
I second

003 234 ang. P low-medium P low-modium I pit/l site
W38 500 ua, 125, 2 bump/l site no pits

500 Krad S smooth S smooth
1 second (All pits 200-250 ang. in dia.)

#04 269 ang. P low-medium P low 2 pit/2 sites 2 pits/3 sites
W27 500 uA, 125,

no radiation S low S low (All pits 200-250 ang. in die.)
60 seconds

005 58 ang. P low-medium P low-medium 1 site-30 1 site-30
WOl 500 uA, 125, 800 ang. diameter 500 ang.

500 Krad S smooth S low bumps diameter bumps
60 seconds I pit/2 sites

(All pits 200-250 eng. in dis.)

606 232 ang. P medium/high P medium/high 1 pit/site 2 pit/site
W33 200 uA, 125,

500 Krad S smooth S smooth (pits 250 ang. in dia.)
60 seconds

*07 51 ang. P low-medium P low-medium- 3 pit/3 sites 2 pit/2 sites
w02 500 uA, 30, high

no radiation S smooth S smooth
60 seconds (All pits 200-350 ang. in die.)

*08 238 ang. P low-medium P smooth 2 pit/site 2 pit/site
W34 200 uA, 125,

no radiation S smooth S smooth/ possible crystal same crystal
1 seconds mottled defect propagation defect

into oxide in phenomenon
2 locations in two locations

209 240 ana. P low P medium no pi .
W34 500 uA. 30,

500 Krad S smooth S smooth (All pits 250 3ng. in lia.)
60 seconds

TABLE 5.4 TEM DATA AND TREND SUMMARY
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Unstressed Stressed Unstressed Stressed

*10 56 ang. P medium P medium I pit/l site 3 pit/l site
W03 500 uA, 125,

no radiation S smooth S smooth (All pits 250 ang. in dia.)
1 second

oil 55 ang. P medium P medium no pits 3 pits/2 sites
W04 200 uA, 125,

no radiation S smooth S smooth (All pits 250-300 ang. in dia.)

60 seconds

012 239 ang. not useable not useable do-processing problem
W36 200 uA, 30,

no radiation not useable not useable
60 seconds

#13 58 ang. P low-medium P low-medium no pits 3 pit/i site
wO5 500 uA, 30,

500 Krad S smooth/Isite S smooth/i site (All pits 250-300 ang. in dia.)
I second 2 pits/l site 500 Anq. proj./l site

#14 57 ang. P smooth-low P smooth-low no pits 3 pit/2 sites

W06 200 uA, 125, 15-20 1000 ang.
500 Krad S smooth with S smooth with diameter bumps/I site
i second 1-2 shallow 1-2 shallow

proj./l site proj./I site
(All pits 250 ang. in dis.)

015 60 ang. P low P medium 2 pit/i site 2 pit/2 site
W08 200 uA, 30, 2 irregular pits/ few shallow

500 Krad S smooth S smooth 1 site bumps
1 second 450-1000 ang.

diameter bumps
on 4 sites.

(All pits 250 ang. in die.)

t16 63 ang. P medium P medium 2 pit/2 sites 1-2 pit/site

W09 200 uA, 30,
no radiation S smooth S smooth (All pits 250-300 ang. in dia.)
1 second

17 124 ang. P low P low no pits no pits
350 uA, 70,

50 Krad S qmooth S hm.
10 seconds A few shallT.7

proj. 'l ite
+ depLessions

SITE = 4 SQUAPE MICPONS

TABLE 5.4a TEM DATA AND TREND SUMMARY (CONT'D)
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50 Angstrom Oxide 200 Angstrom Oxide
Average # Pits/Site/Cell Average # Pits/Site/Cell

Cell #05 - 0 pit/site Cell #01 - 1 pit/site

Cell #07 - 1.8 pit/site Cell #02 - 4 pit/site

Cell #10 - 1 pit/site Cell #03 - 1 pit/site

Cell #11 - 0 pit/site Cell #04 - 0.8 pit/site

Cell #13 - 0 pit/site Cell #06 - 1 pit/site

Cell #14 - 0 pit/site Cell #08 - 2 pit/site

Cell #15 - 0.4 pit/site Cell #09 - 0 pit/site

Cell #16 - 0.8 pit/site Cell #12 - N/A

4.0 total average 9.8 total average
for 8 Cells for 7 Cells

4.0 pit/8.0 Cells - x 9.8 pit/7.0 Cells = x

x - .5 pit/site x = 1.4 pit/site

Total Sites - 80

Site - 4 micron srqiare:

TABLE 5.5 OVERALL PITTING TREND FOR
UNSTRESSED 50 AND 200 OXIDES
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50 Angstrom Oxide 200 Angstrom Oxide
Average # Pits/Site/Cell Average # Pits/Site/Cell

Cell #05 - 0.4 pit/site Cell #01 - 4 pit/site

Cell #07 - 0.8 pit/site Cell #02 - 5.8 pit/site

Cell #10 - 0.6 pit/site Cell #03 - 0 pit/site

Cell #11 - 0.6 pit/site Cell #04 - 1.2 pit/site

Cell #13 - 0.6 pit/site Cell #06 - 2 pit/site

Cell #14 - 1.2 pit/site Cell #08 - 2 pit/site

Cell #15 - 0.8 pit/site Cell #09 - 0.8 pit/site

Cell #16 - 1.5 pit/site Cell #12 - N/,A

6.5 total average 15.8 total average
for 8 cells for 7 cells

6.5 pit/8.0 cells - x 15.8 pit/7.0 cells - x

x - .8 pit/site x = 2.2 pit/site

Total Sites - 80

Site = 4 micron seqrtre

TABLE 5.5a OVERALL PITTING TREND FOR
UNSTRESSED 50 AND 200 OXIDES
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From the source, this shadow tapered into a point, looking
much like a comet tail. If the projection was low enough,
the point of the tail was less pronounced. The tails of all
replica projections pointed in the same direction on any one
micrograph. (Whether the pit anomalies seen in the
micrographs are actual pin-holes or latent defects in the
oxide is not known because of problems with surface
enhancement (previously mentioned) and the possible
enlargement of such pin-holes.)

Depressions on the actual replica (vertical projections
on the surface of interest) acted as bowls, with the
shadowing material building up on the face directly opposite
of the point of metal evaporation. This left the shadows of
replica depressions pointing in the opposite direction of
shadows from replica projections. Depression shadows also
tended to be more rounded in the end point of their tails
and less conformal to the actual replicated structure. The
shadowing differences are seen in FIGURE 5.19

FIGURE 5.20 indicated a possible artifact produced
during replication. The extremely round and well defined
projection indicated by the arrow was thought to possibly be
a micro-bubble produced by either trapped air or out-gassing
of the sample surface. This effect was seen on a totally
random basis and infrequently which lended to suspicion that
they were preparation artifacts [22].

FIGURE 5.20 also illustrates the effect of
overshadowing. Overshadowing slightly reduced the resolving
power of a few replicas; some finer detail was lost.
Over-shadowing was possibly caused by the timing of the 1
second flash of Pt/Pd being off a fraction of a second. It
may have also been caused by the temperature of the replica
substrate (acetate) being too warm as a result of the carbon
evaporation. Later in the study, this factor was eliminated
by allowing the chamber to cool for 2.5 minutes after carbon
evaporation. The same FIGURE 5.20 also illustrates the
appearance of left over acetate. The undissolved acetate
takes on the appearance of dark blotches.
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FIGURE 5.19 SHADOWING DIFFERENCE REPLICA - 55,714X
A. PROJECTION B. DEPRESSION
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FIGURE 5.20 A. BUBBLE ARTIFACT B. ACETATE CONTAMIZNANT

GENERAL VIEW OF OVERSHADOWING
REPICA - 55,714X
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6.0 CONCLUSIONS

The use of the half factorial Hadamard matrix technique
in the evaluation of the stress factors involved in this
experiment using constant current stress has provided some
general directions for further study in the area of oxide
reliability and the relationship between the stress factors,
charge trapping and oxide quality.

The effects of oxide thickness, stress current,
temperature, stress time and radiation effects on oxide
breakdown, charge trapping and generation rates have been
investigated.

6.1 CONCLUSIONS FROM THE ELECTRICAL DATA

It was concluded from the electrical data that stress
current density has a strong first order effect on time
dependent breakdown of ultra-thin oxides. The data
indicated that for 200 micro-amp (0.3 amp.cm**2) the oxide
time-to-fail is about ten times longer than for the oxides
stressed with 500 micro-amp (0.8 amp/cm**2). Stress current
shows important effects on Nt; oxides stressed with 500
micro-amp stress currents show several times higher Nt than
those stressed with 200 micro-amp. Stress current effects
on G only show an important effect for 50 Angstrom oxides
but not in the case of the 200 Angstrom oxides. Statistical
analysis also confirms that stressed current density has a
strong effect on oxide time-to-fail, Nt and G.

Stress temperature also shows some effect on oxide
breakdown; however, it is rather second order compared to
stress current density. Stress temperature shows
significant impact on both Nt and G. Oxides stressed at 125
degrees showed several times higher Nt and G than the oxides
stressed at 30 degrees. Statistical analysis shows that
temperature effect is the second most important factor next
to current density for Nt, and it is the most important
factor for G. Equations for time-to-fail, Nt and G as
functions of stressed current and temperature were generated
from statistical analysis.

Oxide thickness shows little effect on the the
time-to-fail of the oxides under constant current stress;
however, the breakdown fields are around 14-16 MV/cm for
oxides thickness of around 50 Angstroms and 11-12 MV/cm for
oxides with thickness of around 200 Angstroms with 0.3-0.8
amp/cm**2 stress current density.
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Oxide thickness shows a strong first order effect on
trapped charge density (Nt) and trap generation rate (G).
Oxides with thickness around 200 Angstroms have around ten
times higher Nt and G than oxides with thickness of around
50 Angstroms under constant current stress.

Radiation has little effect on oxide time-to-fail. The
samples were not voltage biased for this experiment.
Radiation has little effect on both Nt and G.

Stress time required to reach 50% cumulative failure
(T50) is roughly ten times longer than required to reach 16%
cumulative failure (T16) for 200 angstrom oxides. However,
(T50) is roughly about two times (T16) for 50 angstrom
oxides. Hole trapping dominates during early stress, while
electron trapping dominates during later stress, for both
the 50 angstrom and 200 angstrom oxides. The 50 angstrom
oxides shift rapidly from hole to electron dominated
trapping and the 200 angstrom oxides shift more gradually.

6.2 CONCLUSIONS FROM THE PHYSICAL DATA (TEM REPLICAS)

As indicated by the TEM micrographs, less surface
pitting was observed on the oxide surface of oxides that had
been exposed to radiation and oxides stressed at higher
temperature.

No trends were detected when comparing cells stressed
with different current densities.

6.3 CONCLUSIONS FROrl THE PHYSICAL DATA (SEM SIGNAL CURRENT)

The signal current technique (EBIC) with bias was shown
to be able to image latent defects in ultra-thin oxides.
The signal current defect images were observed only for
samples with voltage bias. Random latent defect locations
were observed for all cells. Thicker oxides tend to have
more latent defects near or at the diffusion edges. Stress
current, temperature and radiation show little effect on the
signal current data. The signal current data did indicate
that thinner oxides around 50 Angstroms have lower latent
defect densities when compared with the thicker oxides
around 200 Angstroms.

6.4 RECO T ENDATIONS

In future research on this subiect, it is recommended
that a more intensive study using stress current (electric
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field) and temperature splits in order to fully investigate
the time dependent breakdown and charge trapping
characteristics of ultra-thin oxides be done.

Further study of radiation effects should be done with
test vehicles that are under voltage bias and future studies
should include the biased signal current technique (EBIC).
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MISSION
* Of

Rome Air Development Center
RADC ptan4 and eecutes 4e~eaLch, devetopment, tes
and seected acquistion ptag,%am4 in suppott o6
Command, Conttrot, Communications and Intetticznce

,~(C31) actLv-i-'es. TechniLcai~ and enginevng
s6uppo4~t Wi~thi4n ateas6 o6 eompezence 44 P4ov-da -cc
ESV Ptogtam O66i.ces (PO-6) and otheL ESV etement4
tCo petjo4m e66ective acqusicition 06 C31 systems.
The atea4 o6 techni.cat competence incI.ude
communiZcation,6, command and controt, batte
management, indo4mation p4oce64ing, 6LLtveittance
4e~o4 -nteee-4gence data cottection and handting,

* 50-'.d sta-te sciences, etec-tkomagnetic6V and
ra~opdaation, and eteet'tonic, maintanabiti~ty,
and corpatbitity.


