AD-787 693
SEISMIC NETWORK SYSTELIS STUDY
FHoward W, Briscoe

Bolt Beranek and Newman, Incorporated

Prepar=d for:

Air Force Technical Application Center
Advanced Research Projects Agency

9 August 1974

DISTRIBUTED BY:

National Technical Information Service
U. S. DEPARTMENT OF COMMERCE
5285 Port Royal Road, Springfield Va. 22151




.\'aTum\' Classfication .
DOCUMENT CONTROL DATA-R&D

Securrry classthication of tetle, body ot gl et and snde xany anendtatron s 0 he cntered when the veerall eeport 10 chaosthied)

! ORICINATING ACTIVITY (( orprordte .u;lh..r) SO, HEFORT SECUIITY CLASSIFICATION
Bolt Beranek and Newman Inc.
50 Moulton Street ¢h Grour
Carmbridge, Mass. 02138

1

3 REPORTY TITL E

FINAL REPORT: SE1SMIC NETWORK SYSTEMS STUDY

4 DESCRIPTIVF NOTES (Type of report andincheave dates)
Final Technical Report

s AUTHORIS) (F.est nume, middle imitial, (ast name)

Bolt, Beranek and Newman Inc.

6 REPORT DATE 74, TOTAL NO OF PAGES 1h. NO. OF REFS
August 1974 4 5
Ba. CONTRACT OR GHANT NO M. ORIGINATOR'S REFPORT NUMHE H(S)
F08606-74-C-0028
b. PROJECT NO BEN Report No. 2865
VELA T/4701/B/ETR
c. B OTHER REPORT NOIS) (Any other numbers that may be assigned
this report)
d.

10 DISTRIBUTION STATEMENT

APPROVFD FOR PUBLIC RELEASE,
DISTRIBUTION UNLIMITED

1t SUPPLEMENTARY NOTES 1o SHONSOKWING MILITANY ACTI'VITY

Advanced Research Prcjects Agency
Arlington, Virginia 22209

13 ABSTRACT

This report presents design recommendations bty Bolt Beranek
and Newman for the data collection function of a worldwide seismic
data network. Particulair attentlon has been pald to integrating
both ARPA Network packet switching technology and conventlonal
leased channels. It appears not only feaslble but attractive to
employ such a mixed approaci,. The resulting communication system
should be reliable, flexible, and cost-effective. “"wo detalled
protocols included in thils report specify the communications
between four remote array sites and a central Communications and
Control Processor (CCP) and the communications hetween the CCP
and the seismic network mass storage facllity.

Hoprotge nd by
‘“-J/\T!O‘»JN TECHNICA!
INFORMATION SERVICE

U & Department of ( e
Sprnpfield VA 70101

94

DD ".*.1473 ot v -

S/N G101 -RB0T+0H1! H "

Securnity Classification
V-llqas



Security Classification

KEY WOROS

LINK A LINK B

LINR C

ROLE

wT ROLE wT

ROLE

Seismology
Computer Systems
Computer Networks
Data Conmunication
Packet Switching
Selsmic Detection

DD .o™.1473 (sack)

/N B0 enD TRyt

Security Classificatior




D R S el e el el e pd fed sl e RS N BN D W U

Repcrt No. 2365

FINAL REPORT
SEISMIC NETWORK SYSTEMS STUDY

9 August 1974

Sponsored by:

Advanced Research Projects Agency
Arlington, Virginia 22209

Prepared by:

Computer Systems Division
Bolt Beranek and Newman Inc.
Cambridge, Massachusetts 02138

APPROVED FOR PUBLIC RELEASE, |b

DISTRIBUTION UNLIMITED

Bolt Beranek and Newman Inc.




Report No. 2865 Bolt Beranek and

TABLE OF CONTENTS

SUMMARY
1. INTRODUCTION
2. TECHNICAL DISCUSSION

2.1 Purpose of the Investigation .

2.2 Technical Backgrounu - ARPA
Network Communications

2.3 Description of Work

2.3.1 ~rCata Collection
System Overview .

2.3.2 Results . . . e
2.3.2.1 Phase I Results
2.3.2.2 Phase Il Results

2.4 Discussion of Results
2.4.1 Existing Constraints
2.4.2 Special Purpose Protocols
2.4.3 Protocol Commonality
2.4.4 Protocol Flexibility

3. CONCLUSIONS

4. RECOMMENDATIONS FOR FUTURE WORK .
REFERENCES

GLOSSARY

Appendix A - CCP - Site Protocol
Appendix B - CCP - SIP Protocol

ii

Newman Inc.

Page

10

10
10
11
12
12

14
15
17
18
A-1
B-1

Prm— rm— Arme—— [ SN ]

e 4




b

Y Jaer—)

it B

i
1

b s

Report Nc.

Figure 1.

2865 Bolt Beranek and Newman Inc.

LIST OF ILLUSTRATIONS
Page
Data Collection System Overview . . . . . . . 8

iis




Report No. 2865 Bolt Beranek and Newman Inc.

SUMMARY

In order to provide a larre data base for research in
detection and lder.tification of contained nuclear expiosions
and to demonstrate the feasibility of an on-1line system for
monitoring a nuclear test ban, ARPA plans to expand the existing
dipital seismic network to provide more extensive worldwide
coverare. This network will utilize state-of-the-art technol-
ory, particularly in the area of data collection and storage.
Polt Beranek and Newman Inc. (BBN) has been asked, under the
present contract, to work on the desiyn of the on-line data
communication system intecrating both ARPA Network packet

switching technolosry and conventional leased channels.

The approacn takern has been to start with a broad system
definition and to make successive refinements of the desifn.
Under a previous contract [1l], BBN described the system over-
view. Under tine current contract BN has considered specific
alternatives to the previous desiyn and has described the
interfaciny of the packet switching links to the rest of the
system in detail. Experience provided by previous work at
interfacing computers on the ARPANET has been combined with the

constraints existcings i the seismic data network.

The main .esults of this work are the two communication
protocols included as appendices to this report. Additional
results summarized in section 2.3.Z2.1 concern possible options
for srecific components of the seismic data network. The
protocols specify in detail the manner in which array sites use
the ARPANET to communicate with the Communications and Control

I aral ~

Procesasnr (CCP) and how the CCP communicates with the Seismic

Input Processcr (SIP) located at the mass storare site. By
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specifying what data is excha =d between the various pieces of
the on-line data collectio: em the protocols effectively

define that system.

One jeneral implication ot the current work is the feasi-
bility of using, packet switched and conventional technology in
a mixed communication network, even where various real-time
constraints may exist. The overall seismic data network desiyn
demonstrates the potential of the ARPA Network for providing

access to shared hardware and software resources.,

The work done under the current contract sugpests three
specific areas for further research and development. First, the
protocols complete the input/output specifications of the
Seismic Private Line Interfaces (SPLIs). The desirn of therse
devices can, therefore, beyrin. Second, a study should be
initiated to determine how the seismic data network will ne
affected by various chanyes in structure or loadiny of the
ARPANET. The desijin cof a routine monitorinsy procedure to be
used by the CCP would be desirable. Finally, the interface
between the individual research seismolopgist and the data pase
has not yet been addressed. The desirn and implementation of a
seismically oriented man-machine interface would capltalize on
the larye data base which will evist on the mass storare

facility.
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1. INTRODUCTION

In a continuing program to provide high quality dipital
seismic data for research in detection and 1dentification of
contained nuclear explosions, and to demonstrate the feasibility
of an on-1line system for monitorin- nuclear test bans, ARPA
plans to expand the existing digitcl seismic network to obtain
more extensive worldwide coverage, particularly for lony period
data. Three additional small on-line dirital arrays and 15 to
20 single point stations recordinsg on digital magnetic tape
are to be operational in 1975. The resulting seismic data
collection netwerk will produce a formidable library of valuable
dipgital seismic data which must be orsranized and made available

to the seismic research community.

Under a previous contract, BBEN prepared a recommendation
[1] for an overall system desirn for the world-wide seismic data
handling system. The desi¢n included use of state-of-the-art
techniques in the rapidly developing areas of communication,

processing and data storare.

The objectives of the present contract have been to
update the recommended system design to account for changes in
the seismic network configuration or developments in the rele-
vaat technology and to provide more detailed design and

erhaps breadboard implementation of parts of the system as

directed by the project officer.

For system analysis purposes it has been convenient to
think of the selsmlc network us serviny or performing, three
interrelated functions: 1) data capture, 2) event processing,
and 3) seismic research. Three phases or levels of design have
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also been defined. Phase I consists of examininy optional
confifurations to arrive at comparative estimates of costs,
schedules, and capabilities. Phase II consists of defininy
recommended formats, protocols, and flow charts. Phase III
consists of desifning and implementing experiments to test or
develop technique's required by the recommended design.

As directed by the project officer, the work carried out
by BBN under the present contract has focused primarily on the
Phase I and Phase I7 design of the data capture function.
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2. TECHNICAL DISCUSSION
2.1 Purpose of the Investigation

The work carried out and reported on in the rollowing
sections was part of a larger effort to desifn anil implement
the seismic data collection and analysis network m-ntioned in

section 1.

In addition to providing data to support seiimic research,
this network should demonstrate the feasibility of an on-1line
system for monitoring nuclear explosions which will be essential

for implementation of any underground nuclear test ban.

The primary poal of BBN's work has been to design the
communication system for the on-line data collection system
integrating both ARPA Network packet switching technclory and
conventional channels leased from the common carriers. The
desiegn objective was to develop a ceoct-effective communication
system flexible enough t~ adapt to chanves in the deployment of
sensors. BBN has also assisted with the application of other

state-of-the-art technology in the seismic data network.
2.2 Technical Background - ARPA Netwcrk Communications

The ARPA Network [2,3] provides a flexible, reliable, and
economically attractive means for dissimilar, geopraphically
distributed computers (Hosts) to communicate via common-carriler
circuits. Each Host connects into the network through a small
local computer called an Interface Message Processor (IMP);
each IMP 1s connected to several other IMPs via wideband
(typically 50 kilobit) communication lines. The IMPs, all of
which are virtually identical, are programmed to store and
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forward messasies to their neighbors based on address informaticn
contained in each rcceived messare. The route that a messarge
will take through ihe neuwwork .s determined dynamically and
depends on network loading as well as IMP and line failures.

The store-and-forward logic and the error control pro-
cedures implemented in the IMP subnetwork (which attempt to
insure correct delivery of a message by retransmitting a section
of a messajre when an error 1is detected) are optimum for
asynchronous and very bursty communication between various nodes
in the network. Many of the major resources connected to the
ARPANET as Hosts also assume interaction over a bursty communi-
cation system with cther Hosts which are tolerant of large data
rate variations and variable transmission delays. Real-time
Jdata socurces and real-time recording systems such as the seicmic
observatories and the VELA 1link, however, cannot tolerate
variable-speed bursty system components. An important function
of the selsmic communication system desiegn, therefcre, is to
interface these two classes of resources in the seismic data

network.

The jreneral approach to this problem is tc provide large
buffers at both ends of each communication 1link which use the
ARPA Network to implement an apparently non-bursty channel.
These buffers are used tc smooth out the variations in messare
delivery time. Messares are delivered a fixed delay behind
real-time, the delay being specified by the amourt »f buffering
provided. When transients in the bursty part of the system
exceed the delay time, of course the »n-line subsystems will
see a condition consistent with a transient phone line outare

which they are desigried to tolerate. The delay 1s specified
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30 as to reduce the probal :1ity of this occurring while keepins-

the required buffer space within reasonable bounds.
2.3 Descr.ption of Work
2.3.1 Data Collection System Overview

The structure of the on-lire seismic data ccllection net-
work s shown In Fi~ure 1. There are six array sites which are
the sources of the on-line seismic data. The destinations for
this data are (1) the Seismic Inputr Processor (SIP) at The
Ccmputer Corporatior of imerica (CCA), (2) the 360/40A at the
Seismic Data Analysis Cent~r (SDAC), and (3) the VELA Links at
SDAC. Rather than have each source bte cconcerned with eacr of
the decrinations, each source simply sends its data to a central
site, Corniinications and Control Processor (CCP), in a con-
venient form. 7The CCP takes care of any required re: ormattine
and transmissio. to the 1ndividual destinatinn sites.* The CCP
also provides 4 central site for overall seismic lietwork

control, performarce monitorin:-, and maintenancea.

Twe of the array sites (ALPA an”? LASA) are connected to
the CCP over conventional leased channels. 'I'nhe remaining source
sites at connected utilizings ARPA Network connections. The
NORSAR 360/40A is interraced as a loc. . ilost on the NORSA- TIP
wnile the station controllers at IRAN, K3RS, and Site II xre
Iinterfaced to Satellite IMPs (S1MPs) by means of Selsmic
Private Line Interfaces (SPL1). These devices act as llosts on
the ARPANET and provide a convenient approach to interface
computers (i.e., the station processors) which are desirned to
communicate over standard modem interfaces. The 360/40A at

SDAC and the SIP at CCA are connected as local Hosts on the
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ARPA Network. The VELA lirks coasist of a number of 4800 baud
leased channels.

2.3.2 Results

2.3.2.1 Phase I Results

Several trade-offs not considered in the previous network
design [1] were considered under the current contract. Options
involving the areas of data communication and man-machine inter-

action were prescnted to the project officer and are summarized
below.

LASA: 1In light of the planned reconfiguration of the LASA
seicinic array, a study was carried out to determine the most
appropriate method of providing LASA ARPANET access. Alterna-
tives involvins either use of the LDC 360/44 as a Very Dicstanc
Host (VDH) or the acquisition of a new minicomputer to replace
the 360/44 and provide a VDH interface were presented to the
project officer. It was subsequently decided that connecting
LASA to the CCP via a standard leased line would be more cost-
effective than either of the alternatives mentioned above.

NORSAR: BBN was asked to explore the possibility of modifying
the current on-line seismic data network by replacing the
existing Trans-Atlantic Link (TAL) by an ARPANET connection. A
detailed analysis of the resource availability (prozessor, core,
disk, and channel) in the Detection Processing (DP) systems at
SDAC and NORSAR indicated that thir would be feasible. Esti-
mates of the time and costs require to wake the necessary

changes were presented to the project crficer.
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NEPT: Several coptlons concerning device types and interfacing
schemes were considered for the Network (Analyst) Event Pro-
cessing Terminal (NEPT) at SDAC. After considering storage
tube devices, conventional refreshed displays, and TV scan dis-
plays 1t was recommended that a conventional refreshed display
be employed. Such a graphic display could be interfaced as

1) a terminal on the SDAC TIP, 2) a mini-host on the SDAC TIP
or IMP, or 3) a peripheral device on the SDAC 360/40B. 1In
iight of the expected use of the NEPT, either option (2) or (3)
was recommended. Cost estimates for the recommended options

were also presented to the project officer.

2.3.2.2 Phase II Results

The majority of the work done under the current contract
involved Phase 11 level deslgn of communication formats and
protocols. The protocols specify the data exchange between
four of the array sites (NORSAR, IRAN, .SRS, and Site II) and
the CCP and between the CCO and the SIP. The protocols, in
their current form, are included in Appendices A and B. They
snould be considered as working documents and may be subject
t¢ further revision. Various icsues related to these protocols
are discussed in section 2.4.

2.4 Discussion of Results

2.4.1 Existing Constraints

A basic design decision fur the on-line seirmic data coll:-
ection network has been that the data communica.ion system should
be adapted to the existing site computer systems wherever possible.
Since these systems were originally deslgned to communicate
over conventional leased communication channels,

10
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the resulting interfaces are not nececsarily the most straight-
forward. The data formats from the source computers (station
processors) also reflect the original leased channel assumption.
The communicaticn system and protocols mijrht be considerably
different if ARPANET communications had been acsumed from the
start.

The other existing constraint has been the continuous
transmission fixed-delay constraint (see section 2.2) implied
by the VELA links.

2.4.2 Special Purpose Protocols

In order to effect communications between ARPANET Host
computers, several levels of communication protocols are re-
quired. All Hosts must implement the Host/IMP protocol
described in BBN Report Ne. 1822 (4]. 1In addition, any pair of
Hosts that expect to communicate with each cther over the net-
work must implement some mutually acceptable Host/Host protocol.
An elaborate Host/Host protoccl for interconnecting processes in
larre ;reneral-purpose computer facilitles is described in [5].
Finally, progr as runninpg in Hosts communicating with each other
must implement the protocol or languare of the other user

program and/or operating system.

Since the seismic data collection function does not in-
volve communication with either larye general-purpose computing
centers on the network or Hosts outside of the selsmic network
(data collection and archiving require that the CCP communicate
with the SIP, not the Datacomputer system itself), special
purpose Host/Host protocols meeting the particular real-time
reguirements of the seismic network have been proposed. The

n
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CCP resources that must be devoted to Host/Host protocol imple-
mentation using, these protocols are sipnificantly less than
required for a jeneralizcd Host/Host protocol.

2.4.3 Protocol Commonality

The 1nltial versions of the protococls for the 3 different
array sources (NORSAR, IRAN, and the pair KSRS, Site II) were
developed and described independently. It soon became apparent,
however, that a common seismic data input protocol was possible.
The mersging of the thiree oripginal protocols resulted in the
protocol included as Appendix A. This common input protocol
should simplify implementation of data coimmunication software
both at the remote sites and at the CCP.

A similar set of statements can be made conc:rning the
protocol ir Appendix ¥ which applies to CCP communication with
both the S1IF and the 360/40A at SDAC.

2.4.4 Protocol Flexibility

Flexibility has been an important consideration in the
desirn of the curre..t protocols especially in light of the
research nature of the seismic data network. The protocols
should not constrain the deplcyment of channels in terms of
either the number of array sltes or the number of long and short
period channels returned from the sites. The prococols should
also allow any cubset of the received data to be stored at the

selsmic retwork mass storage facility.

Data is returned in terms of lons, and short period
channels, therefore, predetection processing can be done either

centrally, at the remote site, or at both. Raw and processed

12
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waveforms are treated symmetrically in the CCP-Site prctocel
and may both be present in the real-time data messages fron

the sites.

The CCP to SIP prctccol 1s extremely flexihle. Feriodic
control messajyres identify the specific channels which will be
included in subsequent data frames, and the destination file of
each channel. Data flow to the SIP can be modified under

command from the CCP operator.

Adaptation to chanyres in channel deployment at the remote
sites 1s straiyhtforward, however it is nct automatic and
source-initiated as in the case of the CCP-S1t protocol. If a
new site were to come on-line, the same preotocol used for
NORSAR, IRAN, KSRS, and Site II would be errloyed. The format
particular to this new site would be defined and the CCP input
format definiticn tables and buffer allocation would be modified
to reflect the addition. A similar chanre would be required if
additional channels were returned from an existing site. The
elimination of an entire site or a reduction in the number of
channels sent to the CCP can be nhandled by considerings the
chanyes as 4 temporary loss of the associated charnels or by
modification of the CCP format definition tables and buffer

allocation ns mentioned dabove.

13
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3. CONCLUSIONS

It appears to be both feasible and cost-effactive to
implement the on-line seismic data collection and storare
network using a combination of ARPA Netwcrk links and conven-
tional leased channels. Initial steps toward the design of this
network can be found in section 2.3.2 and the Appendices.

Appendices A and B should be considered as work'ng
documents. Although these specitications incorporate :he
latest desifgn decisions related to the seismic data network,
they may require minor modification as hardware and seismic

data requirerents become firm.

14
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4. RECOMMENDATIONS FOR FUTURE WORK

There are several projects which would be 1lo;rical follow-
ups to the work reported on here. These areas for future work

are listed below:

SPLI Desiin - Bascu on the attached protocols it appears

appropriate to bejiin t'inal desien ol the SPLI devices for the 3
array sites. This would involve a specification of the
required hardware capabilities and a detailed desiern of the

software.

System Throuyhput Analysis - The seismic data network will

utilize the ARPANET to transmit real-time data in a way jre-
viously not tried. Assumins that there is sufficient bandwidth
available on the ARPANET links, there is every reason to believe
that the protocols mentioned pravioucly will work. It will be
important, however, or the seigsmic dnta netwerk tc anticipate
any char.~ec In the ARPALET structure or load which will sifnl-
ficantly atrfect the scismic data subnetwork. A study should be
nade to determnine what measurements and nmonitorine of the

ARPANET 1is anpropriate and how it can be accomplished.

Selsmolo:-ist Intertface Oystem - Given that a larye and inter-

estinge selsmic dava base will be accumuiated by the on-=line
system 1t is Important to insure that this data can be
accessed easily by individual research seisroloyists. The
research selsmoloyist should not have to learn Datalansuare to
access data for his local computer. Instead, we believe there
should exist an ‘nterface system which translates between a
lanyruare oriented toward the seismolorist and Datalan-uire.

The desirn of this system must berin as soon as possible 1f it

15
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is to be available when a significant volume of data accumulates
in the Datascomputer. The design of the data access procedures
could also provide valuable insight into the design of file
formats that facilitate _he necessary interaction hetween data
and status files and between raw data and processed data files.

16




i ik e ) R OB BB

SR S —

}.-‘l&w e ]

,:: it

R I e i it

Report No. 2865 Boit Beranek and Newman Inc.

(1]

[2]

3]

(4]

(5]

REFERENCES

Bolt Beranek and Newman Inc., [inal Report - A Study of
the Data Collection, Processing, and Management fcr a
Woridwide Seismic Network, BBN Report No. 2632, September
1973.

Roberts, L. G., and Wessler, B. D., "Computer network
development to achieve resource sharing," AFIPS 1970
Spring Joint Computer Conference Proceedings, Volume 36,
pp. 543-545.

McQuillan, J. M., Crowther, W. R., Cosell, B. P., Walden,
D. C., and Heart, F. E., "Improvements in the design and
perfcrmance of the ARPA Network, AFIPS 1972 Fall Joint
Computer Conference Proceedings, Volume 41, pp. Tu4l-754.

Bolt Beranek and Newman Inc., Specifications for the
Interconnection of a Host and an IMP, BBN Report No. 1822,
March 1974.

MeKenzle, A., Host/Host Protocol for the ARPA Network,
NIC #8246, January 1972.

17




Report No. 2865

ALPA
ARPA
ARPANET
BBN
CCA
CCP

DP

IMP
IRsN
LASA
KSRS
LDC
NEPT
NORSAR
SDAC
SIMP
SIP
SPLI
TAL
VDH

Bolt EBeranek and Newman Inc.

GLOSSARY
of Acronyms and Abbreviations

Alaska Jong Period Array

Advanced Research Projects Agency
ARPA Network

Bolt Beranek and Newman Inc.
Computer Corporation of America
Communications and Control Processor
Detection Processing

Interface Message Processor

Tranian Seismic Array

Large Aperture Selsmic Array

Korean Seismic Research Station

LASA Data Center

Network Event Processing Terminal
Norwegian Seismic Array

Seismic Data Analysis Center
Satellite Interface Message Processor
Seismic Input Processor

Seismic Private Line Interface
Trans-Atlantic Link

Very Distant Host

18

_— ; .




BBN Report No. 2865 Appendix A

—— sl  GED

Teble of Contents

1. Introduction and BacKkground.....eeeeveeeeesoceonasocoasocsnsnesal

[y

2. Real-Time Data Transmission FOrmatsS...eceeeesseecssscssccascscessd

2.1 Real-Time Data from KSRS and SITE II to the CCP....... e 11

[pr——

2.2 Real-Time Data from IRAN to the CCP..vecveeeeceee R B

LR

2.3 Real-Time Data Messages between NORSAR and the CCP.......15

i 3. Format for COntrol MeSSageS.....eeeeeeessccsssoscscoccasssaensslB
3.1 Commands to KSRS and SITE IT.....cceeusecocccnssocnnnsas .24
3.2 Operator Messages beiween the IRAN SPLI and the CCP...... 25

= 4. Detailed Operation of the Communications LinkS.......esceeeeese2b

1 4.1 Transmission of Real-Time Data...cceces.. 500000000000 eoes26
) 4.2 Flow of Commands and Operator Messages...... e eeteeeeeaan 28
i 4.3 The Question of End-to-End Acknowledgement of

Real-Time Data@.:ceeceseceee coooasoccoss L

[T
=
.
=

Error Recovery and Initia..ization.....cecececeeveeeesass.30

5. ReferencesS. e eeesceesososcensscncas 0000000000000 B00000a cececeseal2

-t

-
=
!
]




BBN Report No. 2865 Appendix A Page 2

List of Figures

1. Site~CCP Data Link for Sites Connected to @ SPLI.....coeeesnvaesl
2. Site-CCP Data Link for NORSAR............ 50000000 C 0000000000000l
3. Format of Site-CCP Real-Time MeSSaAgeS....:seceecseocccccssacsesaall
4. Real-Time Message Format from KSRS and SITE II....coceeenecons .12
5. Real-Time Message Format from IRAN...... 500000000000 0000C A
6. Real-Time Message Format from NORSAR......... 500000000000 00000C 16
7. Real-Time Message Format to NORSAR....e:ccvesoes 9000000000000 0d 17
8. Format of CCP-SPLI ContrcCl MessageS....ceoeee-s cooooc 500000008 C 19
9. Classes of Control Messages from the CCP to the SPLI...........20

10. Classes of Control Messages from the SPLI to the CCP..........21

11. Command Message Format to KSRS and SITE IX........... .

vy oumg OEX




B3N F .. rt lo. 2865 Appendix A Page 3

1. I.ntroduction and Background

The overall design of a worldwide seismic data network
utilizing ARPANET communications has been described in [1]. 1In that
design six array sites enter raw and processed data by transmitting
it to a central Communications and Control Processor {CCP). This
document specifies in detail the communications formats and
protocols between the <CP and four of these Sites--the Korean and
Site II Seismic Arrays (KSRS and SITE II), the Iranian Long Period

Array (IRAN), and the Norwegian Seismic Array (NORSAR).

The communication protocols described below build upon the
Host-IMP Protocol [2]) and are at the Host-to-Host level although
they are not the standard Host-Host Protocol described in [3]. In
spite of the fact that there is considerable variation among the
array sites with respect to data format, rate, and type of ARPANET
access, the overall communications requirement for each site is in
esser.ce the same. This document presents communications formats and
protocols that could readily be used with new array sites in the

network, each having its own individual peculiarities.

These protocols are designed to provide two unusual features in
the ARPANET links. First, since the CCP is central to the operation
of the on-line data collection system it must be designed to operate
continously. To achieve a reliab.e seismic communications subnet it
is desirable to connect the CCP to at 1least two IMPs (more
precisely, an IMP and a TIP in the case of SOAC). With this

arrangement, the CCP can be switched from one IMP to the other if
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the one on which it is operating is having troubles or is scheduled
for preventive maintenance. Although such a duplex arrangement has
not yet been tried, such a scheme should be straightforward in the

current seismic data network application.

Second, because of the need to continuously retransmit and plot
waveforms from several different sources with a known shift between
the individual waveforms, it is necessary to operate the ARPANET
links in the seismic network so that the data will be delivered to
its destination some constant perio@ behind real-time, 1i.e. the
network should osppear to be an "ideal (error free) delay line"
between the data source and destinaticn. Although this mode of
operation is somewhat unnatural on the ARPANET, it can be effected
by providing sufficient buffering for the data at both ends of the
communicaticn link. There are tradeoffs, however, relating to the
length of outages (delays) that can be handled and the size of

buffers and bandwidth required to allow catchup.

The amount of data buffered by a Site will be approximately 10
seconds. This period was selected in order to (1) reduce the loss
of real-time data due to noise burst errors, retransmissions. and
network delays, (2) to be frugal in the amount of space allocated to
buffering, and (3) to provide the opticn of a uniform delay across
all six of the array sites. For array sites with a 4800 baud data
rate, 10 seconds of data equals 3K 16-bit words of buffer at each
end. Longer delays leading to larger buffer sizes were judged

inappropriate since in many cases these will be core buffers.
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It is possible, of course, that the network will be unavailable
for periods sufficient to overflow this 10 second buffer. Assuming
all of the data is recorded by the Site on tape, however, the data
which overflows the buffer 1is not actually lost. A copy of this
tape could be sent by mail to SDAC or selected portions of the data

could be transmitted over the ARPANET.

Two slightly different physical configurations will be used for
the ARPANET commcnications 1links between the overseas array sites
and the CCP. Figure 1 depicts the configuration that will be
employed by KSRS, SITE II, and IRAN. The station controller at each
of these array sites is interfaced to the ARPANET by means of a SPLI
(Seismic Private Line Interface). The SPLI is connected as a Host
using the VDH (Very Distant Host) Host-IMP Protocol [2] to the
nearest SIMP (Satellite IMP) by means of a leased line. This SIMP
will be located at a satellite communications ground station (the
Kum San ground station for KSRS and the Asadabad ground station for
IRAN) . Communications over the Atlantic will be via the SIMP
located at the Etam, West Virginia ground station. KSRS and SITE II
will be linked to the continental U.S. ARPANET by means of the SIMP

at the ground station in Jamesburg, California.

The physical configuration that will be used for the ARPANET
communications between NORSAR and the CCP is shown in figure 2. The
NORSAR Data Processing Center (NDPC) is interfaced as a Host to the
NORSAR TIP (Terminal 1IMD). The TIP is connected indirectly to a

SIMP located at the Goonhilly Downs ground station. Communications




BBN Report No. 2865 Appendix A Page 6

over the Atlantic are again via the SIMP in Etam, West Virginia.
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------------ ! ! ! !
! ! ! STATION ! ! TAPE !
! SPLI i =cces ! CONTROLLER | ooooc f BACKUP !
! ! ! I ! i
! (may not
1 exist
! for IRAN)
! !
oo ! SIMP !
! t

* % # F A X X B *-*it% B % B N H F X F F X *
tm
-
]
]
|
]
]
]
|
I
I
|
|
]

! !
! BROADCAST {
! SATELLITE H
! LINK !
! !

1 1
L SDAC ! ! :
! IMP f i SDAC !
4 or foooo= l TAPE [
! TIP { ! BACKUP f
1 1 ! !
]
!
!
! 1
! CCp ;

Figure 1. Site-CCP Data Link for Sites Connected to a SPLY
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! ! ! !
! NORSAR ! ! NDPC ! ! TAPE !
-—- TIP T ! 360/40 t----—- !  BACKUP !
* ! ! ! ! ! !
X ecrcccccmcecconrn | 0 cocmcacocoeamomme 0000 o e e S e o o e o -
*
* .
X ccccccccc——-
* ! !
* ! SIMP !
* ! !
X ecmccccccccoe-
* !
X eccecccrcccccanccccoe
* ! !
*# | BROADCAST !
*# | SATELLITE !
£ LINK !
* ! 1
R ——
ARPANET !
X mmccccece—aco-
* ! !
* ! SIMP !
* ! !
X || cemccccocca-
* .
* .
*
¥ || ccececcccceceae
* ! | memmeemeecmee-
* ! SDAC ! ! !
* ! IMP | ! SDAC !
-— or R ! TAPE !
! TIP ! !  BACKUP !
! ! ! !
!
!
1
! !
1 ccp !
1 1

Figure 2. Site-CCP Data Link for NORSAR
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2. Real-Time Data Transmission Formats

The format for ARPANET transmission of real-time data between
the overseas seismic sites and the CCP is shown in figure 3. It
consists of a 32-bit Host-IMP leader [2]) followed by the particular
real-time message. The ARPANET employs RFNM (Ready For Next
Message} and 1Incomplete Transmission messages for reliable,
efficient communication. The message ID field in the leader is
constrained to be nonzero (see section 3) and is used to allow up to
four messages to be transmitted concurrently along an individual
data path. This "pipelining" procedure decreases the time required
to empty an output buffer that has been filling due to a data link
outage (see section U4.1). The formats of the particular real-time
messages are exactly those specified to be used by the array sites

and are described in the following sections.
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! ! !
! HOST-IMP LEADER ! REAL TIME MESSAGE !
! ! !
32 bits m bits

(a) Format of Site-CCP Real-Time Messages
(where: m=4800 from KSRS and SITE II

m=816 from IRAN
m=2400 for NORSAPR)

- — S . - — ——— T - —— D D . S S R S R ) e Y G S S S M - S R D - - - -

! ! ! ! ! !

! ZERO | DESTINATION ! DESTINATION ! MESSAGE ID ! ZERO !

! ! HOST # ! IMP # ! ! !

! ! ! ! ! !
8 bits 2 bits 6 bits 12 bits 4 bits

(b) Host-IMP Leader for Real-Time Messages

Figure 3. Format of Site-CCP Real-Time Messages
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2.1 Real-Time Data from XSRS and SITE II to the CCP

The real-time messages from the station controllers at KSRS and
SITE II have the same format and are described in detail in [4].
Data frames are 4800 Lits plus or minus 2 bits in length and will be
transmitted by the station controller continuously at a rate of 1

frame per second. The mode of transmission will be synchronous.

As shown in fiqgure 4, each data frame consists of a 96-bit
header, a real-time data portion, a block data portion, and a 32-bit
plus or minus 2 bits portion which 1is hardware generated. The
header consists of 5 fields. A 16-bit message SYNC field identifies
the start of each 1 second data frame. The 8 bits of the ID field
constitute a single ASCII character used to identify the station
controller. The 8 bits of the status field individually convey
information, primarily relating to requested data in the block data
portion of the data frame. Twenty bits in the middle of the header
are currently undefined. The last field of the header is the U44-bit
time code field which contains the BCD time in eleven U4-bit

subfields (year-tens, year-units, day-hundreds, ..., second-units).

The real-time data portion has two parts. The first part is
the short period data field. This field is made up of 20 frames
(corresponding to the 20 Hz sampling rate) each of which has NSP
12-bit data samples (NSP = number of short period channels). The
long period data field consists simply of NLP 16-bit data samples

(NLP = number of long period channels). The data format constrains
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—— - — - - — T S S - - - - S D P e S e e s G e e -

! ! ! ! ! !
! HEADER ! REAL-TIME ! WAVEFORM DATA ! ERROR ! IDLE !
! H DATA ! OR ASCII TEXT ! CODE ! CODE !
! ! ! ! ! !
96 bits W =---- 4672 bits--------- 16 bits 14-18

(a) Real-Time Message Format from KSRS and SITE II

1 [ ! ! !
! SYNC ! ID ! STATUS ! UNDEFINED ! TIME CODE !
H ! ! ! !

16 bits 8 bits 8 bits 20 bits 44 bits

(b) Format of Header in Real-Time Message from KSRS and SITE II

Figure 4. Real-Time Message Format from KSRS and SITE II
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the real-time data portion to be less than #4560 bits. In addition,

NSP must not exceed 19 and NLP must not e..ceed 30.

The block data portion of the one second data frame provides a
field in which specific requested data can be transmitted.
Requested waveform data can be returned as a sequence of either
12-bit or 16-bit samples. ASCII data can also be returned as a
sequence of 8-bit characters. Typically, the data associated with a
particular request will be multiplexed over a sequence of one second
frames because of the 4672-bit limit for both the real-time data and
the block data together in an individual messagye. The block data is

described in more detail in ([4].

The error and idle codes are hardware generated by the 4800 bps
modem interface on the station controller. The error code provides
a polynomial-type error check mechanism. The idle code consists of
a sequence of 14 to 18 =zeros. The flexible length permits
variations between the clock in the 4800 bps modem and the time

standard of the station controller.

2.2 Real-Time Data from IRAN to the CCP

The format of the once-per-second real-time messages from IRAN
is specified in figure 5. This format is derived from Addendum No.

1 to the Iranian Long Period Array Design Review [5].




BBN Report No. 2865 Appendix A Fage 14
Length Contents Description
------ (erae]E)) s o m oo = o e S D OSSO S S EETe: S SOmOCOIe O
1 FO09A (IN HEX) SYNC
1 'IL' (IN EBCDIC) STATION CODE

One status byte* each
4y for seven LP sites DATA STATUS
and one SP site

3 OYYDDDHHMMSS TIME CODE
21 1 FRAME LP DATA
21 CHANNELS
20 20 FRAMES SP DATA
1 CHANNEL
1 C8C8 (IN HEX) END MESSAGE

* Each data status byte will have the format:

Bit On Description
0 Sync error (remote site to CRS)
1 Faulty or missing LP data
2 Calibration in progress
3 Deleted from beamforming by operator
4y Faulty or missing SP data
5 Extraneous data

Figure 5. Real-Time Message Format from IRAN

p L= ) _— [ <]
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2.3 Real-Time Data Messages between NORSAR and the CCP

Real-time data 1is transmitted in both directions of the
NORSAR-CCP data link. Figure 6 specifies the format of the
real-time messages from NORSAR and figure 7 gives the format of the
real-time nessages sent to NORSAR by the CCP. These formats are
essentially the same as those given in [6] except that the time
specifications have been changed to 36-bit abbreviated station
controller time codes [#4], each consisting of 9 BCD 4-bit subfields

(day-hundreds, day-tens, ..., second-units).
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Bits Contents Description
0000-0031 Field 1 Control Characters
0032-0067 Field 2 Time (36-bit abbreviated

format: DDDHHMMSS)
0068-0211 Field 3 NORSAR Detection Log
Reduction Groups
0212-0291 Field 4 NORSAR LP Status and
Repeat Indicators
0292-1347 Field 5a NORSAR LP Data
1348-1395 Field 5b NORSAR SP Channel
Identification
1396-1875 Field 5c NORSAR SP Data
1876-2259 Field 6 NORSAR Offline Results
2260-2323 Field 7 Program Coordination
Data
2324-2355 Field 8 Control Characters
2356-2399 Field 9 Spare (encoded as zeros)

Figure 6. Real-Time Message Format from NORSAR
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Description

0000-0031

0032-0143

0144-0179

0180-0235

0236-1051

1052-1087

1¢38-1151

1152-2065
2064-2271

2272-2367

2272-2343

2368-2399

Field 1

Field 2

Field 3

Field &4

Field 5

Field 6

Field 7

Field 8
Field 9

Field 10a

Field 10k

Field 11

Control (naracters

LASA Signal Arrival
Qusue File Entry

LASA Time (36-bit abbreviated
format: DDDHHMMES)

LASA LP Status and
Repeat Indicators

LASA LP Data

ALPA Time (36-bit abbreviated
format: DDDHHMMSS)

ALPA LP Status and
Repeat Incicators

ALPA LP Data
LASA Off-line Results

Program Ccordination
Data

SP Data Request

Control Characters

Figure 7. Real-Time Message Format to NORSAR




BBN Report No. 2865 Appendix A Page 18

3. Format for Control Messages

The ARPANET message format for communication of commands and
operator messages between the CCP and the Sites is shown in figure
8. This €format was designed so that the protocol will use a
Hozt-level acknowledgement scheme for reliable communication between
the CCP and the Sites. It consists of a special 32-bit Host-IMP
leader (2], a 16-bit message class identifier, and a variable length
message body. This Host-IMP leader is svecial in so far as only its
Mestination Host Number field (bits 9-10) and Destination IMP Number
field (bits 11-16) are ever nonzero. These control messages are
distinguishable from real-time data messages by the fact that the
message ID in the Host-IMP leader of the real-time messages is
nonzero, while the message ID for control messages is always zero.
The formats for each of the various classes of messages, shown in
figures 9 and 10, are described below. The final sixteen bits in
the message body contain a checksum for the entire message. A
message 1is acknowledged only if it is successfully error-checked by
the receiver. If an end does not receive such a Host-level
acknowledgement within a specified time-out period after it sends a

message, it will retransmit the m=2ssage.

* Class 0 messages are sent from the CCP to either the KSRS SPLI
or the SITE 1II SPLI containing command data to those Sites.
The first forty-eight bits in each Class 0 message body contain
a U4-bit time code identifier. The structure of this time code

is identical to that wused by the station controllers {[4] and
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32 bits 16 bits <8048 bits

(a) Format oi CCP-SPLI Control Messages

! ! ! ! !
1 ZERO ! DESTINATION ! DESTINATION ! ZERO !
! ! HOST # ! IMP & ! !
! ! ! l !
8 bits 2 bits 6 bits 16 bits

(b) Host-~IMP Leader for Control Messages

Figure 8. Format of CCP-SPLI Control Messages
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Message Definition of Fields Field Message
Class ID in Message Body Size Interpretation
------------------------------------------- (bits) ~==-rccememme e
Undefined 4
Commands to
Time Code identifier 4y
0 Station
Message to KSRS or SITE II =
Controller
Checksum 16
1 0 HELLO
2 0 I-HEARD-YOQU
Undefined 4
Message
3 Time Code of
acknowledged message y Y
acknowledgement
Checksum 16
Undefined 4
IRAN SPLI
Time Code identifier bu to
4 CCp
ASCII Text = Operator
Message
Checksum 16

Figure 9. Classes of Control Messages from the CCP
to the SPLI
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Message Definition of Fields Field Message
Class ID in Message Body Size Interpretation
------------------------------------------- (bits) ~====ttmmm e
1 0 HELLO
2 0 I-HEARD-YOU
Undefined 4
Message
3 Time Code of
acknowledged message 4y
Acknowledgement
Checksum 16
Undefined 4
CCP
Time Code identifier 4y to
4 IRAN SPLI
ASCII Text = Operator
Message
Checksum 16

Figure 10. Classes of Control Messages from the SPLI
to the CCP
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consists of eleven BCD 4-bit subfields (year-tens, year-units,
day~-hundreds, ..., second-units). Following the time code
identifier is the command message which is described in section

3.1 and shown in figure 11.

Class 1 (HELLO) and Class 2 (I-HEARD-YOU) messages have no body
and are exchanged periodically to detect data link outages as

described in section 4.

Class 3 (Acknowledgement) messages are sent whenever an end
successfully receives command or operator messages. Each Class
3 message includes a U48-bit field which specifies the U#4-bit
time code identifier of the message keing acknowledged. The
final sixteen bits contain a checksum for the preceding
forty-eight bits of this Class 3 message which is being sent.
If an end does not receive a correct Class 3 message within a
specified time-out period after it sends a message, it

retransmits the message.

Class 4 messages are used to send operator messages between the
IRAN SPLI and the CCP. As for Class 0 messages, the first
forty-eight bits in each Class 4 message body contain a 44-bit
time code identifier and the final sixteen bits contain a

checksum.
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-------------- <689 bits*-------memce——a-
] ! ] T --:
! START ! BODY OF COMMAND ! TERMINATION !
! CODE 1 CODE !
! ! ! !
7 bytes <73 bytes* 7 bytes

* except for "MESS" command which can contain text of up to 150
lines of 72 characters each

! ! ! ! i ! !
! COMMAND ! REQUEST ! FUNCTION ! TYPE ! OPTION ! PARAMETERS !
! ! ID ! CODE ! ! CODE ! !
! ] ! ] ] ! !

START =~ =mommmmm oo
CODE ! SOH ! SOH ! CR ! CR ! LF ! NUL ! NUL !
COMMAND -=-----—-
CODE 1 /0 /0
REQUEST ==—==—-=—ee—mcmmmmmeeeeeo
1D '!H!Q!Q'!QlrQtQt! ,!
TERMINATION = === oo
CODE ! CR ! CR ! LF ! NUL ! NUL ! EOT ! EOT !

Figure 11.Command Message Format to KSRS and SITE II
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3.1 Commands to KSRS and SITE 1II

The command messages to the station controllers at KSRS and
SITE II have the same format and are described in detail in [7].
The length of each command will be less than 86 ASCII characters
except for the "MESS" (message) command. The "MESS" command can
contain a text message of up to 150 lines of 72 characters each,
which 1is equal to 86400 bits. The restriction that an ARPANET
message must be no longer than 8095 bits implies that lengthy "MESS"
commands will e transmitted by using a sequence of as many as
eleven Class 0 messages. The Host-level acknowledgement protocol,
however, prevents these messages from arriving out of order. Each
command will be sent as a stream of ASCII characters. The SPLI to
station controller interface will be consistent with the current 75

bps modem data link.

As shown in figure 11, each command consists of a 7 character
start code, a body, and a 7 character termination code. The request
ID in the command body is a 7 character field. The first 6
characters of this field are included as part of the block data
portion of the station controller to SPLI data frames (see section
2.1), so that a command and 1its corresponding response can be
associated with one another. The first of the six characters must

be "H". The remaining five are arbitrary, but must be alphanumeric.

The function code field specifies the operation to be performed

as a result of the command. The type and option code fields may not
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be present in a command. However, if they are present, they specify
the operation of the command in more detail. The parameter field of
a command either specifies parameters to be modified by the command
or, 1in the case of the "MESS" command, includes the text message
that ‘s to be transmitted. Like the type and option code fields,

the parameter field may not be present for every command.

3.2 Operator Messages between the IRAN SPLI and the CCP

As mentioned earlier, a<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>